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Key points:

• Academia is already witnessing the abuse of authorship in papers

with text generated by large language models (LLMs) such as

ChatGPT.

• LLM-generated text is testing the limits of publishing ethics as we

traditionally know it.

• We alert the community to imminent risks of LLM technologies,

like ChatGPT, for amplifying the predatory publishing ‘industry’.
• The abuse of ChatGPT for the paper mill industry cannot be over-

emphasized.

• Detection of LLM-generated text is the responsibility of editors

and journals/publishers.
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ChatGPT IN ACADEMIA: AUTHORSHIP OF
ACADEMIC PAPERS, LIMITATIONS AND
CONCERNS

Alan Turing, who conceived the modern computer in 1936

(Turing, 1937), also made important contributions to computer sci-

ence and artificial intelligence (AI) (Copeland & Proudfoot, 1999). In

the Turing Test, Turing asked whether machines could think,

claiming that logical communication with machines would be possi-

ble by the end of the 20th century, as assessed by the Imitation

Game (Turing, 1950). Some consider that large language models

(LLMs), such as ChatGPT, have already passed the Turing Test, and

now exhibit ‘intelligence’, although this is another philosophical

debate (Sejnowski, 2023). Questions abound about how ChatGPT

might affect knowledge sectors outside of research (Gordijn &

Have, 2023), such as software development (Castelvecchi, 2022) or

education assignments (Stokel-Walker, 2022).

There is still some way to go before tools such as ChatGPT,

which we focus on in this paper, are universally considered to be

‘intelligent’, although we believe that the introduction of

ChatGPT is a significant milestone, and it may change some

aspects of how humans interact with computers and the range of

services they provide. ChatGPT is already being used by scholars

to help them develop research proposals, ask questions, and write

articles (Chen, 2023), but other AI-driven LLMs like Google Bard,

Microsoft Bing AI and Jasper.ai are also in competitive use.

OpenAI’s GPT-3, the third version of ChatGPT, was released in

June 2020 while GPT-4 was released on 14 March 2023 (Lund &

Wang, 2023). ChatGPT has already received considerable atten-

tion from scholars, and a search in Scopus for ‘ChatGPT’ in the

Article Title, Abstract or Keywords returned 1,254 results

(13 August 2023), with 1,250 of those publications in 2023, and

only four papers from 2022.

Lee (2023) and Nature (2023) both note that a chatbot can-

not be listed as an author as its work cannot be copyrighted, so it

cannot be the author on copyrighted work. Yeo-Teh and Tang

(2023) noted that an AI-based LLM cannot be listed as an author

because it does do not fulfil popular authorship guidelines, at
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least in the biomedical sciences, such as those by the Interna-

tional Committee of Medical Journal Editors (ICMJE), especially

the aspect of accountability (Nature, 2023; Teixeira da

Silva, 2023a; Teixeira da Silva & Tsigaris, 2023). Not only can

ChatGPT and LLMs not be authors of academic papers, but their

use (or reliance on them) must be explicitly acknowledged in aca-

demic papers (Brainard, 2023), although this relies on a ‘danger-
ous’ precedent, namely total and implicit trust in authors’

honesty, a topic we discuss in more detail later. Several pub-

lishers have put policies in place to limit the author-based recog-

nition offered to ChatGPT and LLMs (Dwivedi et al., 2023;

Teixeira da Silva & Tsigaris, 2023). It is now widely recognized by

the publishing industry, at least those journals that subscribe to

guidelines and recommendations by organizations such as the

Committee on Publication Ethics (COPE),1 ICMJE,2 or the World

Association of Medical Editors (WAME),3 that AI or LLMs cannot

be considered authors of academic papers. This is similar in func-

tion to policies in place to ensure that assistance with writing and

editing papers is acknowledged, although these policies still suffer

from deficiencies in practice, such as verification (Kendall

et al., 2016; Teixeira da Silva, 2021a). The same challenge will be

met by academia in being able to detect LLM- or ChatGPT-

derived text in papers that claimed to use such AI, and also in

papers that did not declare the use of such software (Teixeira da

Silva, 2023b). In essence, we challenge the journals in which the

1,254 papers published thus far to show evidence that they have

screened the text to appreciate which was written by humans,

and which by AI. We suspect that such evidence will not be

forthcoming.

In this paragraph, we focus on the issue of legitimate versus

illegitimate cases of authorship in the context of AI-, LLM-, or

ChatGPT-derived text. Although ChatGPT has been given credit

for authoring papers (Stokel-Walker, 2023), an unknown number

of which cannot be verified by ORCID (Teixeira da Silva, 2023c),

there are already authorship discrepancies and problematic cases

that conflict with established codes of conduct and ethical regula-

tions. In one example, a preprint lists ChatGPT as an author

(Kung et al., 2022) whereas the published version of the paper

excluded it as an author (Kung et al., 2023). A published article

that listed ChatGPT as an author was corrected to remove it as

the second ‘author’ (O’Connor, 2023). Despite these cases, to

our knowledge, there have not yet been any ethical repercussions

for either the human authors or ChatGPT, such as retractions.

However, we point to a case in which apparently fictitious

ChatGPT-‘created’ references led to the retraction of a preprint,

and the blacklisting of the authors.4 It has also been argued that

authors should declare the proportion of content that has been

AI-generated and that an excessive amount could be regarded as

academic misconduct (Tang, 2023). Although it is claimed that

text written by ChatGPT can be detected (Cingillioglu, 2023;

Desaire et al., 2023), detection will become more difficult as LLM

tools develop, even with the use of watermarking (Anderson

et al., 2023; Brainard, 2023). Hu (2023) claimed that AI-generated

papers are not easily discernible to the human eye, and ChatGPT

has already demonstrated that it can write abstracts that are

capable of fooling scientists (Gao et al., 2023). If true, as was

argued above, no number of rules and regulations will deter aca-

demics willing to abuse LLMs to advance their academic careers.

Otterbacher (2023) argues that technical solutions are not suffi-

cient for detecting AI-generated content and that ways to use

generative AI should be part of an academic culture that supports

their use in creative and ethical ways. Nature (2023) says that

researchers using generative tools should acknowledge their use

in the paper.

Even though AI is already used to write scientific papers,

it should not replace researchers’ expertise and judgement

(Salvagno et al., 2023). Owens (2023) surveyed how

researchers are using generative AI, such as ChatGPT, to help

with their research: 57% of the respondents said they used it

for creative fun, not related to research, 24% used it for writing

computer code, while 16% used ChatGPT to help with their

research. ChatGPT was used to draft a research paper, to dis-

cuss the statistical analysis that needed to be undertaken, and

to generate algorithmic code (Macdonald et al., 2023). ChatGPT

generated two papers but there were some issues with the

results, such as falsified references (Anderson et al., 2023), as

was noted above for the retracted preprint. ChatGPT was

impressive in terms of generating ideas and data identification,

but it showed a weak literature synthesis (Dowling &

Lucey, 2023). ChatGPT, or its use by academics in scientific

writing, may pose a threat to scientific integrity, or at least the

integrity of the knowledge within papers that are labelled as

being ‘scientific’ because the output might not be accurate or

correct, so fact-checking, detection of plagiarism, and grammati-

cal coherence are in the hands of academics (Lancet Digital

Health, 2023; Liebrenz et al., 2023). This will have knock-on

effects on the integrity and reliability of systematic reviews and

meta-analyses if LLM-derived papers are cited in such papers,

thereby ‘contaminating’ them. van Dis et al. (2023) suggested

that LLMs might be able to conduct peer review and support

editors when deciding whether to accept or reject a paper. This

use of ChatGPT is already a matter for discussion (Donker,

2023; Garcia, 2023).

A counter proposal to researchers writing scientific papers

was proposed by Habibzadeh (2023). The argument is that there

will be too much data for humans to analyse and a universal AI

system (UniAI) will replace the need for journals, indexes, peer

review, ethical considerations, and editors. Instead, questions will

be posed and UniAI will access all available data and return the

result in real time. This may include knowledge gaps, which can

then be further investigated.

1https://publicationethics.org/cope-position-statements/ai-author (last

accessed: 14 August 2023).
2https://www.icmje.org/icmje-recommendations.pdf (last accessed: 14 August

2023).
3https://wame.org/page3.php?id=106 (last accessed: 14 August 2023).
4https://www.preprints.org/manuscript/202306.1339/v1; backstory: https://

retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-

cites-made-up-studies/ (7 July 2023; last accessed: 14 August 2023).
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The use of ChatGPT is inevitable and trying to ban it will be

a futile exercise, but better management of its use can be

achieved by researchers remaining vigilant as the information

provided by ChatGPT might not be correct, may be plagiarized,

or may have been inferred incorrectly, or it may be biased due to

the way in which a question is phrased, noting a possible risk of

the use of ChatGPT by paper mills and predatory journals (van

Dis et al., 2023). Choudhury and Shamszare (2023) highlighted

the importance of trust in generative AI tools. Rigorous ethical

policies, integrity, honesty, and transparency are essential to

guide and monitor the use of LLMs and ChatGPT (van Dis

et al., 2023).

The threat of GPT, as a ‘robo-writer’, is not new (Hutson, 2021).

Moreover, the ability to use LLMs for academic cheating, especially

in the creation of fake papers, using ‘paper generators’, is also not

new, and has been used for some ‘sting’ operations. These opera-

tions are when authors, perhaps using a pseudonym, submit a paper,

which should not pass peer review, in order to demonstrate the

unethical practices of the journal should the paper be accepted.

Some consider these operations to be unethical (Al-Khatib &

Teixeira da Silva, 2016). One such software, SCIgen, generates ran-

dom papers with nonsense text that might confuse novice

researchers or non-experts, and may serve as a tool to avoid the

detection of plagiarism. By 2014, 120 SCIgen-generated papers

were retracted (Labbé & Labbé, 2013), and by 2021, even though

243 ‘nonsense’ papers were detected, only 19% of them had been

retracted (Cabanac & Labbé, 2021). This suggests that even though

there may eventually be AI that is capable of effectively detecting

ChatGPT, papers that have abused the use of LLMs, or that have

inappropriately claimed authorship, even though ChatGPT is the

true generator of such text, such papers might not be retracted

due to ethical infractions. Time will tell. In the meantime, we raise

a concern with the case of a medical practitioner who employed

ChatGPT to write, on his behalf, 16 papers within the first quarter

of 2023 alone (Tran, 2023). This concern is intricately linked to the

ability of journals to detect ChatGPT-generated text, to present

evidence of human- versus LLM-derived text, and then to take

action against authors who have violated stated ethical guidelines,

as was argued above. One concern we have is how much content

in papers is generated by AI, especially papers that might lie out-

side of the author’s field of expertise and which, presumably, could

not be defended or explained to a knowledgeable audience.

CHATGPT FROM THE PRISM OF PREDATORY
PUBLISHING AND PAPER MILLS: WHO MIGHT
THE BENEFICIARIES AND LOSERS BE?

Although some authors have argued that the use of ChatGPT

would disadvantage non-native English speakers because the

skills of native English speakers would be amplified (Liang

et al., 2023), others have argued that it would benefit them by

offering a competitive advantage versus native English speakers

(Huang & Tan, 2023). We note, as a curiosity, that the majority of

the paper written by the latter pair of authors was in fact

generated by ChatGPT, and even though this assistance was

acknowledged, we side with the opinion of Tang (2023) that

excessive reliance on ChatGPT, basically to substitute for an

author’s ability to write a scientific paper, should be considered

misconduct; that is, authorship of the human authors should be

invalidated since very limited intellectual reflection is involved

other than screening and editing ChatGPT’s output. With a strik-

ing amplification of papers partially or mostly written by Cha-

tGPT, we confidently declare that a new war in, and on, academic

publishing has now officially begun. We believe that this threat

should not be underestimated, even as ample possibilities for

achieving ‘good’ or ‘novel’ ideas arise.
At this junction of our reflections, we predict that native

English speakers, or those with moderate-to-high levels of intel-

lectual capacity and experience, even if they are not necessarily

native English speakers, will use LLMs like ChatGPT to amplify

their publication profiles, aiming for journals that are ranked and

indexed, inevitably aiming for higher-ranked journals based on

the logic that a paper with strong scientific merit but that is badly

written would likely not be accepted for publication in a high-

ranking journal, as equally as a well-written paper but with weak

scientific evidence. We also predict that authors who are not

native English speakers, but who have high publishing ambitions,

will turn to LLMs like ChatGPT to potentially generate ‘masses’
of papers (we refer to these as pseudo-academic papers) that

might not pass peer review in rigorously reviewed indexed

journals, but that might get an easy route in so-called ‘predatory’
journals, or even in indexed journals that have no or poor screen-

ing procedures in place. The second abuse that we envision is the

amplified business by ‘paper mills’, which generate papers and

fake content, for a price (Sabel et al., 2023). These authorship

and publication abuses ultimately arise due to the commodifica-

tion of science, scientific knowledge, and the publication process.

The identification and/or classification of a predatory journal

or publisher is a challenging task that is currently not effectively

being achieved by the scientific community. Beall’s lists

(Beall, 2017; Kendall, 2021) were popular ‘go-to’ resources, but
since Beall shut down the blog that housed them in 2017, they

are now redundant, outdated, and thus of little academic use, and

their use in some academic papers may invalidate their methodol-

ogy and findings (Teixeira da Silva & Kendall, 2023a). Moreover,

an AI-driven software that also claims to effectively discern ‘nor-
mal’ from ‘suspected predatory’ journals also currently gives an

apparently high false positive output, and thus the serious prob-

lem of journal misclassification, which can severely damage their

reputations if characterizations are not accurate, or substantiated

(Teixeira da Silva & Kendall, 2023b). There are concerns, how-

ever, that perceived academic and scholarly databases, like

Scopus, may have indexed potentially ‘predatory’ journals

(Macháček & Srholec, 2022) while public medical scientific infor-

mation accumulators, like PubMed, might be infiltrated by

information and knowledge that has not been properly vetted,

including in journals that may be ‘predatory’ (Teixeira da

Silva, 2023d). As previously noted, there is no consensus on

3Risks of abuse of large language models
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whether it is possible to detect AI-generated text, with some

claiming it is possible while others claim it is not. We believe, like

plagiarism, that we are entering (if not already there) an arms

race, where both those who wish to detect AI-generated text,

and those who wish to conceal this fact will develop ever more

sophisticated tools and methodologies. Journals and their editors,

in their enthusiasm to publish papers on ChatGPT—given its hot

topicality—may be placing the integrity of the scientific literature

at risk by flooding it with pseudo-academic papers, or with

papers generated mostly by LLMs. Absent rigorous control mea-

sures, and stringent post-publication penalties for authorship and

information abuses, such as retractions, we envision that data-

bases and platforms like Scopus, Web of Science, PubMed, and

Google Scholar will become awash with papers infused with

ChatGPT-derived text. In such cases, should those who abused

ChatGPT’s skills to their advantage, and yet suffer retractions,

exist in a shame-free milieu (Hu & Xu, 2023)? To our knowledge,

peer reviewers have no tools at their disposal to detect LLM- or

ChatGPT-derived text—a responsibility that should be lie squarely

with publishers (Teixeira da Silva, 2023b)—further weakening the

‘peer-reviewed’ brand. Without trying to sound overly alarmist, if

the leadership and members of the current status quo (COPE,

STM, ICMJE, DOAJ, OASPA, etc.) do not take immediate,

industry-wide, and concerted action now, the damage to the

integrity of scientific knowledge may be too large to reverse or

even correct.

We can envision at least a two-pronged scenario: on the

one hand, journals and their editors who take ethics and pub-

lishing standards seriously, and who will put in place any and

whatever tools are available to screen papers to detect

ChatGPT-derived text; on the other hand, unscrupulous players,

such as predatory journals and paper mills (Byrne et al., 2022),

who might abuse the principles of trust, honesty, valid and dedi-

cated authorship, and scientific contribution, in the follow-

ing ways:

• Papers that have not been peer reviewed or that were

‘written’ by ChatGPT may be cited by legitimate literature or

populate the scholarly archive, alongside legitimate academic

papers.

• Abuse of funding, such as for the payment of open access arti-

cle processing charges (APCs), to push through ideas that are

not generated by the authors entirely, but are, within minutes

of a query, generated by ChatGPT. The economic returns on

the temporal investment are huge. At the same time, funding

for APCs, which can range in the hundreds or thousands of US$

per paper (Grossmann & Brembs, 2021), could be a waste of

tax-payers’ money. Governments, therefore, have a responsibil-

ity to ensure that their citizens’ funds are not being squandered.

• Amplification of the publish or perish culture, pushing authors

to becoming hyper-competitive (Clark & Buckmaster, 2021),

and thus hyper-productive; relying on paper mills is one

method to sustain that hyper-productivity (Else & Van

Noorden, 2021).

• ‘Smart’ predatory journals or publishers may begin to offer a full

package: publication of papers (at a cost) whose content was not

human generated, and the possibility of ordering a paper for a

price, with or without the possibility of paying for authorship slots;

that is, predatory entities doubling as paper mills. The current

commercial ghostwriting industry (Chirico & Bramstedt, 2023;

Mehregan, 2022; Pérez-Neri et al., 2022) is already very advanced

and highly profitable. Unless there is an aggressive campaign to

clamp-down on this form of academic fraud, and retract such

papers (Rivera & Teixeira da Silva, 2021), science may have finally

found its ultimate challenger that could result in its collapse

(of trust, integrity, and transparency).

• Even if some journals are able to detect papers derived from

paper mills, and discard submissions prior to peer review

(Hackett & Kelly, 2022), the authors of such papers will typi-

cally suffer no legal challenges or consequences by the

rejecting journal, suffering perhaps an ethical slap on the wrist

or a warning, and those authors will—with impunity, perhaps

even jokingly—resubmit their fraudulent publication to a less

fortunate (i.e., not as astute) journal.

• In cases where publications derived from paper mills are

detected at the post-publication stage, they may be retracted,

but even then, the damage to the integrity of the knowledge

stream is done, and permanent, with such fake papers having

been cited, sometimes heavily cited (Pérez-Neri et al., 2022).

Some authors may leave retracted papers on their curriculum

vitae in an unretracted status in the hope/expectation that the

reader will not check.

• Paper mills may set up fake ORCID accounts that might be

used only once to pass the journal’s submission requirement

of an ORCID for the corresponding author; that is, ghost, sin-

gle-use or disposable ORCIDs (Kendall et al., 2017; Teixeira da

Silva, 2021b). Even though some publishers like Elsevier, Tay-

lor & Francis, and Frontiers have been testing a prototype sys-

tem to detect paper mill products (Else, 2022), this is far from

being an industry-wide response and does not protect the free

flow of information across journals’ borders, since papers’

knowledge sources are linked via references, which might be

poorly screened, even by peer reviewers and editors.

The development of generative AI tools and LLMs, such as

ChatGPT, will simplify the paper mill industry and those wishing

to sell authorships by diversifying their tools of deceit. Some of

the ways they may benefit include:

• Papers can be generated much more quickly than was possible

before, typically within minutes or hours, rather than weeks or

months.

• Generative AI provides for an almost limitless number of

papers due to the ample textual permutations that can be

generated.

• A command line prompt will likely be used to generate text.

This could be automated to ask a generative AI tool to write

papers in batch mode, that is, a single command is initiated,

4 G. Kendall & J.A. Teixeira da Silva
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producing (at least in theory) hundreds (even thousands) of

papers in a matter of hours without any user interaction. In

essence, we envision the risk of industrialized scientific fraud.

• Generative AI could be asked to rewrite a paper that is already

in the scientific archive but could be used to rephrase sen-

tences or blocks of text (paragraphs) or restructure existing

papers. In other words, we envision that it would be possible to

use AI to plagiarize a paper but disguise it in such a way that it

would pass a plagiarism checker. Even if some text is similar, if

it ‘copies’ from a paper with a CC-BY licence, there might be

no ethical repercussion, despite the morally suspect practice.

• It would be possible to translate a paper written in one lan-

guage and develop an article in another language.

• Once a paper has been generated, a generative AI tool could

be asked to rewrite the papers several times, providing paper

mills with multiple versions of the same (generated) paper.

These versions might be difficult to detect or discern, given

that output, for example, by ChatGPT, is inconsistent and var-

ies each time (van Dis et al., 2023), even when the same query

is used (Teixeira da Silva & Tsigaris, 2023).

• Given that generative AI makes it easy to write papers, it is a

low-cost route to generating journal papers without the need

to employ writers, so we can expect to see more paper mills

emerge as they will perceive this as a high-value return busi-

ness model. With the current cost of $US20 per month to

subscribe to the simplest version of GPT-4, the sale of just

one milled paper or one authorship could cover the cost of

years of ChatGPT investment.

• Single-person paper mills may emerge, given the ease with

which papers can be generated.

• Generative AI could be used to manipulate citations (Loan

et al., 2022; Mehregan, 2022), for example, in the act of gen-

erating papers, AI could be asked to cite papers that it has pre-

viously generated. Perhaps it is not sensible to cite papers

before they are published but if a generated paper is publi-

shed, then the AI could be instructed to cite those papers.

• Generative AI could be used to create figures for use in scien-

tific articles. It is already challenging to trace images in papers

(Vijayakumar et al., 2023) which are either copied from

another paper, or which represents falsified data, but AI-

generated images provide a more significant challenge.

• AI could be asked to generate data, which it can then be asked

to analyse and then asked to write a paper reporting those

results. If this data forms part of the scientific archive, includ-

ing systematic reviews and meta-analysis, this is potentially

(inevitably) very dangerous.

Evidently, this is far from a comprehensive list of the ways in

which AI tools like LLMs can be exploited, and more creative

ways to utilize these technologies will surely appear in time,

including for ‘bad’ or ‘undesirable’ ends.5

CONCLUSION

With the rapid development of increasingly sophisticated AI

tools, legitimate authors can use ChatGPT in many positive ways

to help with their writing, including planning the structure of their

paper, producing a draft, and correcting grammar. However, that

assistance must be acknowledged. When used extensively, the

precise text generated by ChatGPT must be indicated, for exam-

ple as a supplement, to appreciate the relative contributions of AI

and human authors. At present, AI tools on their own do not have

the necessary skills to produce new, meaningful contributions

worthy of being recorded in the scientific archive. However, their

use by humans threatens to become an abuse, including by

authors with few academic skills, or simply dishonest scholars

who call themselves ‘scientists’, but who may be willing to

advance their personal and professional agendas, by hook or by

crook, including through the use of ChatGPT, to either amplify

paper productivity or to reap unfair gains, by gaming the journal

metrics and indexing systems that dominate and define the cur-

rent academic publishing ecosystem. The abuses are not limited

to AI- or LLM-generated text and papers, which may become a

viable source of income, albeit on the ‘black market’, via paper

mill products, or the sale of authorship positions on ChatGPT-

derived texts. We urge the scholarly community (authors, editors,

journals, and publishers) to take an immediate tough approach

towards the verification of authorship and AI-generated text,

before the effects become too widespread to be able to remedy.

Publishing already faces serious challenges from predatory pub-

lishing, paper mills and authorship commodification, and these

threats have now increased immeasurably with the introduction

of AI tools and LLMs such as ChatGPT.

AUTHOR CONTRIBUTIONS

The authors contributed equally to the conceptual design, writing,

and editing, and took responsibility for the content of the paper.

ACKNOWLEDGEMENTS

We thank Panagiotis Tsigaris (Thompson Rivers University,

Canada) for his input and feedback on earlier drafts of this paper.

CONFLICT OF INTEREST STATEMENT

The authors declare no conflicts of interest.

ARTIFICIAL INTELLIGENCE DECLARATION

No artificial intelligence (AI) tools were used in drafting or writing

this paper.

DATA AVAILABILITY STATEMENT

Data sharing is not applicable to this article as no new data were

created and analysed in this study.

5https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-

engineer-quits-hinton.html (last accessed: 14 August 2023).

5Risks of abuse of large language models

Learned Publishing 2023 © 2023 The Authors.
Learned Publishing © 2023 ALPSP.

www.learned-publishing.org

 17414857, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/leap.1578 by <

Shibboleth>
-staff@

nottingham
.ac.uk, W

iley O
nline L

ibrary on [18/10/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html
https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html


REFERENCES

Al-Khatib, A., & Teixeira da Silva, J. A. (2016). Stings, hoaxes and irony

breach the trust inherent in scientific publishing. Publishing

Research Quarterly, 32(3), 208–219. https://doi.org/10.1007/

s12109-016-9473-4

Anderson, N., Belavy, D. L., Perle, D. M., Hendricks, S., Hespanhol, L.,

Verhagen, E., & Memon, A. R. (2023). AI did not write this manu-

script, or did it? Can we trick the AI text detector into generated

texts? The potential future of ChatGPT and AI in sports exercise

medicine manuscript generation. BMJ Open Sport & Exercise Medi-

cine, 9(1), e001568. https://doi.org/10.1136/bmjsem-2023-001568

Beall, J. (2017). What I learned from predatory publishers. Biochemia

Medica, 27(2), 273–278. https://doi.org/10.11613/BM.2017.029

Brainard, J. (2023). Journals take up arms against AI-written text.

Science, 379(6634), 740–741. https://doi.org/10.1126/science.

adh2762

Byrne, J. A., Park, Y., Richardson, R. A. K., Pathmendra, P., Sun, M., &

Stoeger, T. (2022). Protection of the human gene research litera-

ture from contract cheating organizations known as research

paper mills. Nucleic Acids Research, 50(21), 12058–12070. https://
doi.org/10.1093/nar/gkac1139

Cabanac, G., & Labbé, C. (2021). Prevalence of nonsensical algorithmi-

cally generated papers in the scientific literature. Journal of the

Association for Information Science and Technology, 72(12), 1461–
1476. https://doi.org/10.1002/asi.24495

Castelvecchi, D. (2022). Are ChatGPT and AlphaCode going to

replace programmers? Nature. https://doi.org/10.1038/d41586-

022-04383-z

Chen, T. J. (2023). ChatGPT and other artificial intelligence applica-

tions speed up scientific writing. Journal of the Chinese Medical

Association, 86(4), 351–353. https://doi.org/10.1097/JCMA.

0000000000000900

Chirico, F., & Bramstedt, K. A. (2023). Authorship commerce: Bylines

for sale. Accountability in Research, 30(4), 246–251. https://doi.
org/10.1080/08989621.2021.1982705

Choudhury, A., & Shamszare, H. (2023). Investigating the impact of

user trust on the adoption and use of ChatGPT: Survey analysis.

Journal of Medical Internet Research, 25, e47184. https://doi.org/

10.2196/47184

Cingillioglu, I. (2023). Detecting AI-generated essays: The ChatGPT

challenge. International Journal of Information and Learning Technol-

ogy, 40(3), 259–268. https://doi.org/10.1108/IJILT-03-2023-0043

Clark, A. J. J., & Buckmaster, S. (2021). Fake science for sale? How

endocrine connections is tackling paper mills. Endocrine Connec-

tions, 10(11), E3–E4. https://doi.org/10.1530/EC-21-0489

Copeland, B. J., & Proudfoot, D. (1999). Alan Turing’s forgotten ideas

in computer science. Scientific American, 280(4), 98–103. https://
doi.org/10.1038/scientificamerican0499-98

Desaire, H., Chua, A. E., Isom, M., Jarosova, R., & Hua, D. (2023). Dis-

tinguishing academic science writing from humans or ChatGPT

with over 99% accuracy using off-the-shelf machine learning

tools. Cell Reports Physical Science, 4(6), 101436. https://doi.org/

10.1016/j.xcrp.2023.101426

Donker, T. (2023). The dangers of using large language models for

peer review. The Lancet Infectious Diseases, 23(7), 781. https://doi.

org/10.1016/S1473-3099(23)00290-6

Dowling, M., & Lucey, B. (2023). ChatGPT for (finance) research: The

Bananarama conjecture. Finance Research Letters, 53, 103662.

https://doi.org/10.1016/j.frl.2023.103662

Dwivedi, Y. K., Kshetri, N., Hughes, L., Slade, E. L., Jeyaraj, A.,

Kar, A. K., Baabdullah, A. M., Koohang, A., Raghavan, V., Ahuja, V.,

Albanna, A., Albashrawi, M. A., Al-Busaidi, A. S., Balakrishnan, J.,

Barlette, Y., Basu, S., Bose, I., Brooks, L., Buhalis, D., … Wright, R.

(2023). ‘So what if ChatGPT wrote it?’ Multidisciplinary perspec-

tives on opportunities, challenges and implications of generative

conversational AI for research, practice and policy. International

Journal of Information Management, 71, 102642. https://doi.org/

10.1016/j.ijinfomgt.2023.102642

Else, H. (2022). Paper-mill detector put to the test in push to stamp

out fake science. Nature, 612(7940), 386–387. https://doi.org/10.
1038/d41586-022-04245-8

Else, H., & Van Noorden, R. (2021). The fight against fake-paper fac-

tories that churn out sham science. Nature, 591(7851), 516–519.
https://doi.org/10.1038/d41586-021-00733-5

Gao, C. A., Howard, F. M., Markov, N. S., Dyer, E. C., Ramesh, S.,

Luo, Y., & Pearson, A. T. (2023). Comparing scientific abstracts

generated by ChatGPT to real abstracts with detectors and

blinded human reviewers. NPJ Digital Medicine, 6(1), 75. https://

doi.org/10.1038/s41746-023-00819-6

Garcia, M. B. (2023). Using AI tools in writing peer review reports: Should

academic journals embrace the use of ChatGPT? Annals of Biomedical

Engineering (in press). https://doi.org/10.1007/s10439-023-03299-7

Gordijn, B., & Have, H. (2023). ChatGPT: Evolution or revolution?

Medicine, Health Care and Philosophy, 26(1), 1–2. https://doi.org/
10.1007/s11019-023-10136-0

Grossmann, A., & Brembs, B. (2021). Current market rates for schol-

arly publishing services. F1000Research, 10, 20. https://doi.org/

10.12688/f1000research.27468.2

Habibzadeh, F. (2023). The future of scientific journals: The rise of

UniAI. Learned Publishing, 36(3), 326–330. https://doi.org/10.

1002/leap.1514

Hackett, R., & Kelly, S. (2022). The continuing challenge of paper-mills

to publishing in the biological sciences. Biology Open, 11(6),

bio059428. https://doi.org/10.1242/bio.059428

Hu, G. (2023). Challenges for enforcing editorial policies on AI-

generated papers. Accountability in Research, 25, 1–3. https://doi.
org/10.1080/08989621.2023.2184262

Hu, G., & Xu, S. B. (2023). Why research retraction due to misconduct

should be stigmatized. Publication, 11, 18. https://doi.org/10.

3390/publications11010018

Huang, J., & Tan, M. (2023). The role of ChatGPT in scientific commu-

nication: Writing better scientific review articles. American Journal

of Cancer Research, 13(4), 1148–1154.

Hutson, M. (2021). Robo-writers: The rise and risks of language-

generating AI. Nature, 591(7848), 22–25. https://doi.org/10.

1038/d41586-021-00530-0

Kendall, G. (2021). Beall’s legacy in the battle against predatory pub-

lishers. Learned Publishing, 34(3), 379–388. https://doi.org/10.

1002/leap.1374

Kendall, G., Yee, A., & Hardy, S. (2017). We should be just a number,

and we should embrace it. The Electronic Library, 35(2), 348–357.
https://doi.org/10.1108/EL-04-2016-0090

Kendall, G., Yee, A., & McCollum, B. (2016). Is there a role for publica-

tion consultants and how should their contribution be recognized?

6 G. Kendall & J.A. Teixeira da Silva

www.learned-publishing.org © 2023 The Authors.
Learned Publishing © 2023 ALPSP.

Learned Publishing 2023

 17414857, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/leap.1578 by <

Shibboleth>
-staff@

nottingham
.ac.uk, W

iley O
nline L

ibrary on [18/10/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1007/s12109-016-9473-4
https://doi.org/10.1007/s12109-016-9473-4
https://doi.org/10.1136/bmjsem-2023-001568
https://doi.org/10.11613/BM.2017.029
https://doi.org/10.1126/science.adh2762
https://doi.org/10.1126/science.adh2762
https://doi.org/10.1093/nar/gkac1139
https://doi.org/10.1093/nar/gkac1139
https://doi.org/10.1002/asi.24495
https://doi.org/10.1038/d41586-022-04383-z
https://doi.org/10.1038/d41586-022-04383-z
https://doi.org/10.1097/JCMA.0000000000000900
https://doi.org/10.1097/JCMA.0000000000000900
https://doi.org/10.1080/08989621.2021.1982705
https://doi.org/10.1080/08989621.2021.1982705
https://doi.org/10.2196/47184
https://doi.org/10.2196/47184
https://doi.org/10.1108/IJILT-03-2023-0043
https://doi.org/10.1530/EC-21-0489
https://doi.org/10.1038/scientificamerican0499-98
https://doi.org/10.1038/scientificamerican0499-98
https://doi.org/10.1016/j.xcrp.2023.101426
https://doi.org/10.1016/j.xcrp.2023.101426
https://doi.org/10.1016/S1473-3099(23)00290-6
https://doi.org/10.1016/S1473-3099(23)00290-6
https://doi.org/10.1016/j.frl.2023.103662
https://doi.org/10.1016/j.ijinfomgt.2023.102642
https://doi.org/10.1016/j.ijinfomgt.2023.102642
https://doi.org/10.1038/d41586-022-04245-8
https://doi.org/10.1038/d41586-022-04245-8
https://doi.org/10.1038/d41586-021-00733-5
https://doi.org/10.1038/s41746-023-00819-6
https://doi.org/10.1038/s41746-023-00819-6
https://doi.org/10.1007/s10439-023-03299-7
https://doi.org/10.1007/s11019-023-10136-0
https://doi.org/10.1007/s11019-023-10136-0
https://doi.org/10.12688/f1000research.27468.2
https://doi.org/10.12688/f1000research.27468.2
https://doi.org/10.1002/leap.1514
https://doi.org/10.1002/leap.1514
https://doi.org/10.1242/bio.059428
https://doi.org/10.1080/08989621.2023.2184262
https://doi.org/10.1080/08989621.2023.2184262
https://doi.org/10.3390/publications11010018
https://doi.org/10.3390/publications11010018
https://doi.org/10.1038/d41586-021-00530-0
https://doi.org/10.1038/d41586-021-00530-0
https://doi.org/10.1002/leap.1374
https://doi.org/10.1002/leap.1374
https://doi.org/10.1108/EL-04-2016-0090


Science and Engineering Ethics, 22(5), 1553–1560. https://doi.org/
10.1007/s11948-015-9710-9

Kung, T. H., Cheatham, M., ChatGPT, Medenilla, A., Sillos, C., De

Leon, L., Elepaño, C., Madriaga, M., Aggabao, R., Diaz-Candido, G.,

Maningo, J., & Tseng, V. (2022). Performance of ChatGPT on

USMLE: Potential for AI-assisted medical education using large

language models. medrXiv. https://doi.org/10.1371/journal.pdig.

0000198

Kung, T. H., Cheatham, M., Medenilla, A., Sillos, C., De Leon, L.,

Elepaño, C., Madriaga, M., Aggabao, R., Diaz-Candido, G.,

Maningo, J., & Tseng, V. (2023). Performance of ChatGPT on

USMLE: Potential for AI-assisted medical education using large

language models. PLOS Digital Health, 2(2), 1–12. https://doi.org/
10.1371/journal.pdig.0000198

Labbé, C., & Labbé, D. (2013). Duplicate and fake publications in the

scientific literature: How many SCIgen papers in computer sci-

ence? Scientometrics, 94(1), 379–396. https://doi.org/10.1007/

s11192-012-0781-y

Lancet Digital Health. (2023). ChatGPT: Friend or foe? The Lancet

Digital Health, 5(3), e102. https://doi.org/10.1016/S2589-7500

(23)00023-7

Lee, J. Y. (2023). Can an artificial intelligence chatbot be the author of

a scholarly article? Journal of Educational Evaluation for Health Pro-

fessions, 20, 6. https://doi.org/10.3352/jeehp.2023.20.6

Liang, W.-X., Yuksekgonul, M., Mao, Y.-N., Wu, E., & Zou, J. (2023).

GPT detectors are biased against non-native English writers.

ArXiv. https://doi.org/10.48550/arXiv.2304.02819

Liebrenz, M., Schleifer, R., Buadze, A., Bhugra, D., & Smith, A. (2023).

Generating scholarly content with ChatGPT: Ethical challenges for

medical publishing. The Lancet Digital Health, 5(3), e105–e106.
https://doi.org/10.1016/S2589-7500(23)00019-5

Loan, F. A., Nasreen, N., & Bashir, B. (2022). Do authors play fair or

manipulate Google scholar h-index? Library Hi Tech, 40(3), 676–
684. https://doi.org/10.1108/LHT-04-2021-0141

Lund, B. D., & Wang, T. (2023). Chatting about ChatGPT: How may

AI and GPT impact academia and libraries? Library Hi Tech News,

40(3), 26–29. https://doi.org/10.1108/LHTN-01-2023-0009

Macdonald, C., Adeloye, D., Sheikh, A., & Rudan, I. (2023). Can Cha-

tGPT draft a research article? An example of population-level vac-

cine effectiveness analysis. Journal of Global Health, 13, 01003.

https://doi.org/10.7189/jogh.13.01003
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