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ABSTRACT

Hyper-heuristics aim to automate the heuristic selection process in order to operate well across different problem instances, or even across different problem domains. A traditional hyper-heuristic framework has two levels, a high level strategy and a set of low level heuristics. The role of the high level strategy is to decide which low level heuristic should be executed at the current decision point. This paper proposes a Monte Carlo tree search hyper-heuristic framework. We model the search space of the low level heuristics as a tree and use Monte Carlo tree search to search through the tree in order to identify the best sequence of low level heuristics to be applied to the current state. To improve the effectiveness of the proposed framework, we couple it with a memory mechanism which contains a population of solutions, utilizing different population updating rules. The generality of the proposed framework is demonstrated using the six domains of the hyper-heuristic competition (CHeSC) test suite (boolean satisfiability (MAX-SAT), one dimensional bin packing, permutation flow shop, personnel scheduling, traveling salesman and vehicle routing with time windows). The results demonstrate that the proposed hyper-heuristic generalizes well over all six domains and obtains competitive, if not better results, when compared to the best known results that have previously been presented in the scientific literature.

1. Introduction

Meta-heuristic methodologies are used to address problems that cannot be solved by exact methods, due to the size/complexity of the problem. These problems are typically NP-hard. Meta-heuristics have reported many success stories and have tackled problems that would remain intractable if these search methodologies were not available. Meta-heuristics are, and remain, an important addition to the tools available to those who tackle optimization problems, although we may have reached saturation point with regard to the number of meta-heuristic algorithms that we need.

A feature of meta-heuristics is that they can often only be used for the problem for which they have been developed. To achieve the results reported in the scientific literature often requires extensive parameter tuning. This is often worthwhile for a given problem instance but it does not provide a return on that investment if we wish to utilize the same meta-heuristic algorithm on another domain. Indeed, a meta-heuristic algorithm may not work well on different problem instances drawn from the same domain, without additional parameter tuning.
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Hyper-heuristics aim to raise the generality of search algorithms by attempting to design algorithms that are able to operate well across instances drawn from the same domain, as well as being able to operate well on different problem domains. The challenges in achieving this are (at least) twofold. Firstly, we need a software framework that is able to cope with different problem domains, without having to redevelop the software for each domain that we tackle. Secondly, we do not want to tune the algorithmic parameters for each instance/problem. That is, we either want to tune the parameters once (the approach we take in this paper) and then use those settings across all the instances/domains that we are tackling, or we want the hyper-heuristic to adapt to the new instance/problem and tune the parameters as the algorithm executes.

As hyper-heuristic research matures, this methodology could become important to the industrial community, especially smaller companies. They often do not have the expertise, or financial resources, to use complex packages, or have bespoke software developed specifically for them. If a hyper-heuristic package is able to work across several problem domains, or even a common problem domain such as staff scheduling, or vehicle routing, it could provide low cost alternatives to software products that are currently available. Companies are often interested in getting a good quality solution to their problem. They may not require, indeed may not recognize, an optimal solution, but prefer software that is easy to use and can adapt to their problem.

Hyper-heuristic research must be carried out in the context of the No Free Lunch theorem [58]. This says that a general algorithm, that is superior to every other algorithm, across all problems, is not possible. However, that does not stop us attempting to develop algorithms that are more general than those currently available.

In this paper, we propose a new hyper-heuristic framework that has some similarities with exiting frameworks in that there is a high level strategy and a set of low level heuristics. One of the main contributions of this paper is the use of Monte Carlo Tree Search (MCTS) as the high level selection strategy, and the use of a Monte Carlo acceptance criterion to decide if a solution should be accepted or not. We are motivated to use MCTS as it has shown recent, significant success in the game of Go [48] and MCTS is now seen as our current best option to create a Go player that is competitive with the best human players.

We test our proposed algorithm across six different domains, demonstrating that the proposed hyper-heuristic is able to generalize well across a diverse set of problems. The results we present show that this has been achieved, as well as being competitive with the state of the art algorithms and producing new best results.

The structure of the paper is as follows. In the next section we discuss related work before presenting our proposed framework in Section 3. In Section 4, we provide details of our experimental setup and report our results in Section 5. In Section 6, we discuss our results before concluding the paper in Section 7.

2. Related work

2.1. Hyper-heuristics related work

The first appearance of the term hyper-heuristic in the scientific literature is in a technical report from 1996 [21]. The term is used to refer to a method of combining artificial intelligence methods in automated theorem proving. A paper the following year [22], with the same title as the technical report, did not explicitly use the term hyper-heuristic although the paper is obviously based on the technical report. Both of these works were preceded by a technical report [20], which should be noted for completeness.

It was in 2000 that the first term appeared in a peer reviewed paper [16], in the way that it is now commonly used. However, the roots of what we now regard as hyper-heuristics can be traced back to the 1960s [25,18].

Hyper-heuristics aim to raise the level generality at which search methodologies operate. The holy grail is to have one algorithm that works well across a range of different problems. We know that we can never have a single algorithm for any optimization problem [58] but it does not mean that we cannot aim for more general algorithms than are available today.

Early work on hyper-heuristics (for example [16,32,17,15,46,24]) focused on searching the heuristic space by deciding which heuristic to call at a given point in the search. That is, a set of low level heuristics are provided and the high level hyper-heuristic algorithm chooses which heuristic to apply at each iteration. One of the motivations for this type of hyper-heuristic is that the set of low level heuristics can be replaced and the hyper-heuristic is able to address a different problem, without changing the level search algorithm. This type of hyper-heuristic is often referred to as heuristics to choose heuristics or a selection hyper-heuristic [49,11,30,8].

Hyper-heuristics have been applied to many domains, with timetabling receiving particular attention. Early timetabling/hyper-heuristic papers focused on selection hyper-heuristics. Burke et al. [6] investigated the hybridization of two graph coloring heuristics within a selection hyper-heuristic. Their results demonstrated the generality of the methodology. In [32] a new examination timetabling problem was introduced (the largest known problem in Malaysia). The authors used a tabu search based hyper-heuristic to produce better quality solutions than could be produced using a manually created solution. Rattadilok et al. [47] investigated parallel architectures within a hyper-heuristic framework, using a university timetabling problem as an experimental testbed.

Researchers have also investigated how their hyper-heuristic would cope with more than one domain. In [4], two health care timetabling problems (patient admission and nurse rostering) are studied. The paper demonstrates the effectiveness of the hyper-heuristic in addressing two different problems and was able to produce new best known results for patient
admission. Burke et al. [10] showed that a hyper-heuristic was able to generalize over two timetabling problems and a rostering problem, when using a tabu search based hyper-heuristic.

Selection hyper-heuristics are now being used for multi-objective problems. In [35], the low level heuristics are typical multi-objective algorithms (e.g. NSGA II, MOGA) and the high level heuristic has to decide which algorithm should be utilized at a particular time in the overall search.

Soghier and Qu [53] took a slightly different approach. They investigated hybridizing bin packing heuristics to assign examinations to time slots and rooms. This was combined with a graph coloring heuristic to choose which examination to schedule next. The hyper-heuristic, hybridizing graph coloring and bin-packing heuristics, generalized well, performing comparably to the state of the art approaches.

In [2], the hyper-heuristic adopts the familiar two layer framework (the high level hyper-heuristic and the set of low level heuristics) but also utilizes a simulated annealing acceptance criterion, a stochastic heuristic selection strategy and a short-term memory. The approach is tested on two different problems (university course timetabling and bin packing) and, using the same parameter settings, superior solutions are generated when compared to a tabu search hyper-heuristic [10]. Moreover, some of the solutions were superior to meta-heuristic approaches. This paper is typical of new research directions opening up in hyper-heuristic research. Early work focused on selection hyper-heuristics, where the aim was to choose which heuristic to apply. Bai et al. [2] includes features such as a more sophisticated acceptance criterion (i.e. deciding if to accept a solution returned by a low level heuristic).

One of the current research directions in hyper-heuristics is to generate the low-level heuristics, rather than a user having to supply them. Indeed, a criticism that could be leveled at selection hyper-heuristics is that when you replace the set of heuristics you need to implement the heuristics for the new domain. This is not only time consuming but the question also arises as to which heuristics you implement? Do you implement as many as possible, or just a minimal set in the hope that a good quality solution will still be returned?

Several papers (for example [51,28,9,52,50]) have investigated how heuristics can be evolved. This would mean that the set of low level heuristics could be evolved, rather than having to be implemented.

Hyper-heuristics have also been used in classic optimization problems. Kendall and Li [31] utilize a hyper-heuristic for the Competitive Travelling Salesman Problem. Each agent adopts a set of heuristics which they use to decide the order in which they will visit each city. The aim is to visit a city before another agent in order to receive the payoff which is only available to the first agent to reach the city.

A recent study [39] considered the generality of selection hyper-heuristics, across three different problem domains, using fourteen different hyper-heuristics. Their findings show that there are significant differences, under different experimental conditions.

Introductions and surveys to hyper-heuristics are available from [49,11,30,8].

2.2. Hyper-heuristics, memetic algorithms and memetic computing

Memetic Algorithms (MAs) are meta-heuristic algorithms that combine population based algorithms with one, or a set of, local search algorithms [44,42]. In Ong et al. [45] hyper-heuristic frameworks have been classified as a sub-class of MAs, where memes represent the low level heuristics and the high level heuristic of a hyper-heuristic framework is a selection strategy that manages the selection of which meme should be called at any given time. Ong et al. [45] classified MAs into three categories where the hyper-heuristics were defined as second generation MAs. In particular, hyper-heuristics were classified as adaptive MAs [45]. Thus, the hyper-heuristic framework proposed in this paper can be considered as an adaptive MA.

As there are many search methodologies drawing their inspiration from cultural diffusion, but which cannot be categorized under MAs definition, the concept of Memetic Computing (MC) was introduced as a broad subject studying search methodologies that are composed of a set of operators, complex structures or interacting memes [29,14,13,43]. MC was defined [41] as “a broad subject which studies complex and dynamic computing structures composed of interacting modules (memes) whose evolution dynamics is inspired by the diffusion of ideas. Memes are simple strategies whose harmonic coordination allows the solution of various problems”. According to this definition, there is a relation between hyper-heuristic frameworks and MC. In particular, hyper-heuristic frameworks fall under the definition of MC and they have been classified in the first category of MC approaches [41]. In this context, the proposed hyper-heuristic can be seen as an MC approach.

3. Proposed hyper-heuristic framework

The proposed hyper-heuristic framework contains two levels: a high level strategy and the low level heuristics, as shown in Fig. 1. The high level strategy (see Section 3.1) has two components: the heuristic selection mechanism which manages the selection of which low level heuristic is to be applied and the acceptance criterion which decides whether to accept or reject the solution returned from the execution of the chosen low level heuristic.

The low level heuristic (see Section 3.2) involves three different components: a set of problem specific heuristics which generates a new solution by modifying (perturbing) the selected solution, the memory mechanism which contains a population of solutions and the objective function to evaluate the quality of the generated solution.
In particular, the proposed hyper-heuristic framework starts from an initial complete solution and iteratively explores its neighborhood solutions seeking for a better one by executing the following steps for a certain number of iterations. The detailed steps are as follows:

1. Call the heuristic selection mechanism to select a low level heuristic from a given set.
2. Randomly select a solution from the memory mechanism.
3. Apply the selected low level heuristic to the selected solution and call the objective function to evaluate the quality of the generated solution.
4. If the generated solution is better than the current one, replace it with the current solution. Otherwise, call the acceptance criterion to either accept or reject the generated solution.
5. Update the hyper-heuristic parameters and check the stopping condition.
6. If the stopping condition is satisfied, stop and return the best solution. Otherwise, go to Step 1.

In what follows, we describe the proposed high level strategy together with its components, and the low level heuristics that will be used.

3.1. Proposed high level strategy

Since different problem instances have different search space characteristics, the high level strategy is an important part of a hyper-heuristic framework. A high level strategy should be able to adapt to different problems and/or instances, selecting an appropriate low level heuristic at any given choice point. Designing an intelligent high level strategy that can select an appropriate low level heuristic for the current state is a challenging task, as the search landscape changes over time.

In this paper, we propose a new high level strategy for the proposed hyper-heuristic framework that attempts to work well over different problem domains by utilizing the current state of the search to select the most suitable low level heuristic.

One of the contributions of this paper is the use of Monte Carlo tree search as a high level heuristic selection mechanism. We also use a Monte Carlo acceptance criterion in order to accept or reject the newly generated solution.

3.1.1. Basic Monte Carlo tree search algorithm

The Monte Carlo Tree Search algorithm (MCTS) [5] is a best-first search method that uses random exploration to explore the search space. Based on the results of the previously explored space, MCTS incrementally builds the search tree in memory and further develops the search tree by searching the space of the most promising moves. MCTS has four steps, outlined in Fig. 2, which are executed for a certain number of iterations. These steps are:

1. **Selection**: the selection process starts from the root node and iteratively selects a child node, based on previous information, to develop a tree path that ends at a leaf node. The selection process controls the exploitation–exploration tradeoff. That is, moves that lead to promising results are preferred (exploitation) but, due to the uncertainty in the search space, moves which look less promising should also be explored (exploration). A widely used selection mechanism is the upper confidence bounds (UCB) strategy [5]. The selection process stops once a leaf node is reached.
2. **Expansion**: the expansion step decides whether one, or a few new nodes, should be added to the current child. The simplest expansion strategy is to simply add one new node at each iteration. This strategy will prevent the tree from becoming too large, too quickly, and will reduce memory usage. Once an unexplored node has been added to a current partial tree path the simulation process is then invoked.
3. **Simulation**: the simulation strategy starts from the newly added nodes and executes the generated tree. In particular, moves are selected either randomly or heuristically based on the chosen strategy.

4. **Backpropagation**: backpropagation propagates the results of the simulation strategy over the generated tree path; starting from the leaf node and ending at the root node. In particular, this process updates the node statistic information, for use in later expansions. The nodes will receive a positive reward if the generated tree won (we use game playing terminology as MCTS has had recent success in this domain) and gets a negative reward if the generated tree lost.

3.1.2. The proposed Monte Carlo tree search hyper-heuristic framework

The search space of low level heuristics, in a hyper-heuristic context, is usually considered as an optimization problem. The main role of the high level strategy is to search such a space, seeking for the appropriate low level heuristic to be utilized for the current problem state. As there is no prior knowledge of which low level heuristic will be the most effective, deciding which one to call is difficult, and requires a fast and efficient decision procedure. Furthermore, since each problem instance has a different landscape, low level heuristic performance varies, not only for different problem instances, but also during different phases of the search. To address this difficulty, in this work, we model the search space of the low level heuristics as a tree and propose a Monte Carlo tree search algorithm to search this tree, seeking for the best sequence of low level heuristics to be applied to a given solution. To this end, each node of the search tree represents a low level heuristic and the generated partial tree is considered as a complete state if the search reaches a leaf node (the last node in the current path based on the tree depth). That is, the search tree represents the low level heuristic search space. Accordingly, the four steps of the basic MCTS are changed to represent the high level strategy of the hyper-heuristic framework as follows:

1. **Selection**: starting from the root node, select a node to be added to the current tree path using the multi-armed bandit (MAB) selection mechanism which uses the upper confidence bound principle. Formally, let $k$ represent the number of available nodes (low level heuristics). Each node is associated with its empirical reward $q_{it}$ (Eq. (2)) (the average reward $r_{it}$ obtained by the $i$th node up to time $t$) and a confidence level $n_{it}$ (the number of times that the $i$th node has been applied up to time $t$). MAB selects the best node (low level heuristic) that maximizes the accumulative reward over time (Eq. (1)):

$$\max_{i=1,\ldots,k} q_{it} + c \sqrt{\frac{2 \log k \sum_{j=1}^{k} n_{jt}}{n_{it}}}$$

(1)

where $c (c = 12, \text{see Table 8})$ is a scaling factor which controls the trade-off between the node that has the best reward (the left term of Eq. (1)) and the node that has been infrequently applied (the right term of Eq. (1)). $q_{it}$ is the empirical reward which is calculated as shown in Eq. (2):

$$q_{it+1} = \left( \frac{n_{it+1} \times q_{it} + r_{it}}{n_{it}} \right)$$

(2)

where $r_{it}$ is the accumulative reward value of the $i$th node up to time $t$ calculated as follows (minimization problems): assume $f_1$ is the quality of the current solution of a given problem instance and $f_2$ is the quality of the resultant solution after applying the node (low level heuristic), $r_{it} = ((f_1 - f_2)/f_1) \times 100$. MAB stops once a leaf node is selected. The output of this process is a sequence of nodes that represent a sequence of low level heuristics in the hyper-heuristic framework.

2. **Expansion**: at each iteration, one node is added to the current partial tree path. In this work, to explore a new area in the low level heuristic search space, we randomly select an unexplored node (a low level heuristic that is not included in the current partial tree path) and add it to a current partial tree path.

3. **Simulation**: in the simulation step, the hyper-heuristic framework starts from the leaf of the generated tree and successively applies the nodes of the generated tree to a given solution. Then, the outcome of the generated tree is calculated in terms of the improved gain in the objective function of the solution before and after applying the generated tree.
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4. **Backpropagation**: in this step, the improvement obtained by each node is calculated using Eq. (2) and the node statistical information is updated, i.e., update the empirical reward \( q_i \) and the confidence level \( n_i \) of each node.

The proposed high level strategy of the proposed hyper-heuristic framework uses MCTS as a heuristic selection mechanism and the Monte Carlo mechanism (MC) as an acceptance criterion. The main role of MCTS is to search the space of the low level heuristics and generate, at each call, a sequence of low level heuristics to be applied to a given problem solution. MC is used to decide whether to accept or reject the solutions that are returned by the low level heuristics. In MC, improving solutions are always accepted. Worse solutions are accepted with a probability of 

\[
R < \exp(-\delta)
\]

[1]. The pseudocode of the proposed high level strategy is presented in Algorithm 1.

**Algorithm 1.** The proposed high level strategy

```java
1 Initialization;
2 Set tree depth, \( n \), tree width, \( m \), and memory size;
3 for \( i=1 \) to \( n \) do
4    for \( j=1 \) to \( m \) do
5       \( \text{tree}(i,j) = \text{randomly select one node}; \)
6    end
7 end
8 for \( i=1 \) to \( \text{memory size} \) do
9    \( \text{Randomly generate a solution}; \)
10   Add the generated solution to the memory mechanism;
11   Calculate the fitness value (\( f \)) of the generated solution;
12 end
13 for \( i=1 \) to the number of low level heuristics (nodes) do
14   \( \text{Randomly select one solution from the memory}; \)
15   Apply the \( i \)th low level heuristic (node) on this solution;
16   Update the low level heuristic empirical reward \( (q_i) \) using eq. 2;
17   Update the confidence level \( (n_i) \); \( n_i = n_i + 1 \);
18 end
19 Set maximum iterations, \( \text{MaxIt}, It = 0 \);
20 while \( It < \text{MaxIt} \) do
21   // selection step //;
22   current_node = root_node;
23   while current_node is not a leaf do
24      last_node = current_node;
25      current_node = select node using eq. 1;
26   end
27   // expansion step //;
28   Randomly add a new node that is not included in the current tree path;
29   \( S = \text{Randomly select one solution from the memory}; \)
30   // simulation step //;
31   for \( i= \text{last_node to root_node} \) do
32      \( S' = \text{Apply node(i) on the selected solution, } S; \)
33      if \( f(S') \leq f(S) \) then
34         \( S = S' \);
35      else
36         \( \delta = f(S') - f(S); \)
37         \( p = \exp(-\delta); \)
38         \( r = \text{generates a random number between zero and one}; \)
39         if \( r < p \) then
40            \( S = S' \);
41       end
42   end
43   // backpropagation step //;
44   for \( i= \text{last_node to root_node} \) do
45      Update the node empirical reward \( \left(q_i\right) \) using eq. 2;
46      Update the confidence level \( \left(n_i\right) \);
47      \( n_i = n_i + 1 \);
48 end
49 // update the memory mechanism //;
50 Randomly select one of the updating rules to add the new solution, \( S \), to the memory;
51 // update the iteration counter //;
52 \( It = It + 1 \);
53 end
54 Return the best solution;
```

The proposed algorithm works as follows: first, set the tree depth \( (n) \), tree width \( (m) \) and the memory size (line 2). Next, the hyper-heuristic starts from the root node (first node in the tree) and then randomly selects \( m \) nodes for the current tree width until the depth of the tree equal is to \( n \) (lines 3–7). Then, initialize the memory mechanism (see Section 3.2)
calculate the performance of each low level heuristic (node) using Eq. (2) (lines 13–18) and set the maximum iterations counter \((MaxIt)\) (line 19). Next, the while-loop is executed (lines 20–54). In each iteration, call the selection step of MCTS to generate a partial tree (lines 22–26) that starts at root node and ends at the leaf node using Eq. (1). Next, call MCTS expansion step to add one node to the current tree (randomly add a new node that is not included in the current partial tree path) (line 28). Then, randomly select one solution, \(S\), from the memory mechanism (line 29). Call the simulation step of MCTS to apply the nodes of the generated tree to the selected solution, starting from the added node (leaf node) and ending at the root (lines 31–44). Each node (low level heuristic) of the generated tree is applied to the current solution, \(S\), to generate a new one, \(S'\) (line 32). Next, call the objective function to calculate the quality of \(S'\) (line 33). Replace the \(S\) with \(S'\) if \(S'\) is better (line 34). Otherwise, call the Monte Carlo acceptance criterion to decide whether to accept or reject \(S'\) (lines 35–43). Next, call MCTS backpropagation to update node statistical information using Eq. (2) (lines 46–49). Randomly select one updating rule to update the memory mechanism (line 51) and update the iteration counter (line 53). If the stopping condition is satisfied stop and return the best solution. Otherwise, start a new iteration.

3.2. The low level heuristics

The low level heuristics of the proposed hyper-heuristic framework involves three different components:

1. A pool of perturbative low level heuristics: in this work, a set of a problem specific heuristics are utilized as low level heuristics. These low level heuristics are different from one problem to another and are used to generate neighborhood solutions by perturbing the current solution. The utilized low level heuristics are restricted to only explore the feasible region of the solution search space, i.e., generate solutions that do not violate any hard constraints. Details of these perturbative heuristics are presented in the problem description section (see Section 4.1).

2. Memory mechanism: to diversify the search process, the proposed hyper-heuristic framework operates on a population of solutions, instead of a single solution, whereas most of the existing hyper-heuristic frameworks deal with only a single solution. The idea is to enhance the effectiveness of the hyper-heuristic framework by using a population of solutions that are scattered over the solution search space. We are motivated by the fact that a single solution is not well suited to cope with large search spaces and heavily constrained problems and thus a population of solutions could possibly do better. In this work, the proposed hyper-heuristic framework uses a memory mechanism that saves a set of solutions. These solutions are generated either randomly or using a heuristic method (see problem description, Section 4.1). At each iteration, the proposed hyper-heuristic framework will randomly pick one solution from the memory, apply the low level heuristics to this solution and update the memory based on the updating rules. We use three different update rules to add a new solution into the memory mechanism. Using different updating criteria enables some worse solutions to be added to the memory, which promotes population diversity and prevents the solutions from being located in the same area. At each iteration, the proposed hyper-heuristic will randomly select one updating rule to update the memory mechanism. That is, all updating rules have equal selection probability. The proposed updating rules are:
   (a) If the new solution is better than the worst one in the memory, it will replace the worst solution in memory.
   (b) The new solution will replace the worst solution in memory regardless of its quality.
   (c) The new solution will be replaced with a solution randomly selected from memory.

3. Objective function: the objective function is problem dependent and is used to evaluate the quality of the generated solution. Different problem domains have different objective functions. The description of the objective functions for each of the problems domains we address is given in Section 4.1.

4. Experimental setup

In this section, we briefly discuss the problem domains that have been used to evaluate the performance of the proposed Monte Carlo tree search hyper-heuristic framework (denoted as MCTS-HH) against the best available hyper-heuristic frameworks, followed by the parameter settings of MCTS-HH.

4.1. Problem description

The proposed hyper-heuristic framework is investigated using the Hyper-heuristics Flexible Framework software (HyFlex) [7,38]. HyFlex was used during the cross-domain heuristic search challenge competition (CHeSC) to facilitate the comparisons between various hyper-heuristic frameworks using the same set of problem domains and also to help researchers in developing a general hyper-heuristic framework for a diverse set of problem domains [7]. HyFlex is a Java framework that has six problem domains (boolean satisfiability (MAX-SAT), one dimensional bin packing, permutation flow shop, personnel scheduling, traveling salesman and vehicle routing), with five instances for each problem domains (30 instances in total). In HyFlex, all problem specific aspects such as the initial solution generation method and the set of perturbative low level heuristics are provided. The researcher only needs to integrate their high level strategy within HyFlex and test it over the provided problem domains. In the following, we briefly describe the HyFlex problem domains and the set of perturbative low level heuristics that are provided.
4.1.1. Problem domain I: Boolean satisfiability

Boolean Satisfiability is a well-known optimization problem [23,12]. The problem can be defined as determining the assignment of truth values to the variables of a given Boolean formula, in order to make the formula true. HyFlex integrates MAX-SAT, which is an extension of Boolean Satisfiability, that seeks to maximize the number of true clauses of a given Boolean formula. The objective is to minimize the number of unsatisfied clauses. Table 1 presents the instance characteristics of the MAX-SAT that have been used in this work. The set of initial solutions are obtained by assigning either a true or false value to each variable and the quality of the solutions (objective function) is measured based on how many ‘broken’ clauses there are in a given formula i.e., those which evaluate to false. An example of a formula (Boolean equation) is given in Eq. (3) [23]:

\[
(x_1 \lor x_2 \lor \neg x_3) \land (x_2 \lor \neg x_3 \lor x_4) \land (\neg x_3 \lor x_3 \lor \neg x_4)
\]

A possible solution to this formula that satisfies the three clauses is when \(x_1 = true\), \(x_2 = false\), \(x_3 = true\) and \(x_4 = true\). See [23] for more details.

4.1.2. Problem domain II: One dimensional bin packing

The one dimensional bin packing problem is the process of packing a set of items, each with a given weight, into a finite number of bins of fixed capacity [34]. The goal of the optimization process is to minimize the number of bins in such a way that each item is only assigned to one bin only and the total weight of items in each bin should be less than or equal to the bin capacity. Table 2 summarizes the characteristics of the problem instances. The set of initial solutions are generated using the first fit heuristic as follows: first, generate a random sequence of items and then pack them one by one into the first bin which they will fit. The quality of the solutions (objective function) is calculated using Eq. (4).

\[
\text{quality} = 1 - \frac{1}{n} \sum_{i=1}^{n} \left( \frac{f_i}{C} \right)^2
\]

where \(n\) is the number of bins, \(f_i\) represents the fullness of bin \(i\) which is the sum of the weights of all the items in bin \(i\), and \(C\) is the bin capacity. See [27] for more details.

4.1.3. Problem domain III: Permutation flow shop

In the permutation flow shop problem, given a set of jobs, each one requires processing on a set of machines, with each operation taking a given time. The task is to find the sequence of jobs on each machine, minimizing the completion time of the last job to exit the shop [55]. The generated sequence should respect the following constraints: a machine can only process one job at a time; jobs can be processed by only one machine at a time, the job ordering process should be respected and machines are not allowed to remain idle when a job is ready for processing. The instances that are used in this work are summarized in Table 3. The Nawaz, Enscore, Ham (NEH) algorithm is utilized to generate the set of initial solutions [57]. The quality of the solution (objective function) represents the completion time of the last job in the schedule and is calculated using Eq. (5) [57]. Let \(\pi(q)\) be the index of the job assigned to \(q\)th place in the permutation of jobs (\(\pi\)). \(\text{start}_{\pi(q)}\) is the starting time of \(q\)th job on machine \(j\) and \(p_{\pi(q)}\) the processing time of the \(q\)th job on machine \(j\), then:

\[
\text{start}_{\pi(q)} = \text{max} \left\{ \text{start}_{\pi(q-1)j-1}, \text{start}_{\pi(q-1)j} \right\}
\]

with \(\text{start}_{\pi(0)0} = 0\) and \(\text{start}_{\pi(0)0} = 0\) and its completion time is calculated as (Eq. (5)):

\[
\text{\text{end}_{\pi(q)}}_{j} = \text{start}_{\pi(q)} + p_{\pi(q)j}
\]

Table 1

<table>
<thead>
<tr>
<th>#</th>
<th>Instance</th>
<th>Name</th>
<th>Variables</th>
<th>Clauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SAT 1</td>
<td>parity-games/instance-n3-i3-pp</td>
<td>525</td>
<td>2276</td>
</tr>
<tr>
<td>2</td>
<td>SAT 2</td>
<td>parity-games/instance-n3-i4-pp-ci-ce</td>
<td>696</td>
<td>3122</td>
</tr>
<tr>
<td>3</td>
<td>SAT 3</td>
<td>parity-games/instance-n3-13-pp-ci-ce</td>
<td>525</td>
<td>2336</td>
</tr>
<tr>
<td>4</td>
<td>SAT 4</td>
<td>jarvisalo/eq.atree.braun.8.unsat</td>
<td>684</td>
<td>2300</td>
</tr>
<tr>
<td>5</td>
<td>SAT 5</td>
<td>highgirth/3SAT/HG-3SAT-V300-C1200-4</td>
<td>300</td>
<td>1200</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>#</th>
<th>Instance</th>
<th>Name</th>
<th>Capacity</th>
<th>No. pieces</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BP 1</td>
<td>triples2004/instance1</td>
<td>1000</td>
<td>2004</td>
</tr>
<tr>
<td>2</td>
<td>BP 2</td>
<td>falkenauer/u1000-01</td>
<td>150</td>
<td>1000</td>
</tr>
<tr>
<td>3</td>
<td>BP 3</td>
<td>test/testdual7/bpack0</td>
<td>100</td>
<td>5000</td>
</tr>
<tr>
<td>4</td>
<td>BP 4</td>
<td>50–90/instance1</td>
<td>150</td>
<td>2000</td>
</tr>
<tr>
<td>5</td>
<td>BP 5</td>
<td>test/testdual10/bpack0</td>
<td>100</td>
<td>5000</td>
</tr>
</tbody>
</table>
### 4.1.4. Problem domain IV: Personnel scheduling

In personnel scheduling, given a set of employees of specific categories, a set of pre-defined periods (shifts) on a working day, and a set of working days; schedule each employee to specific planning periods in such a way that the assignment satisfies the operational requirements [19]. The goal is to satisfy a range of preferences as far as possible. Table 4 shows the characteristics of the problem instances. The set of initial solutions are generated using a neighborhood operator based method which gradually adds new shifts to the roster until all employees have been scheduled. The quality of the solutions is assessed based on how many soft constraints (preferences) are satisfied. See [19] for more details.

### 4.1.5. Problem domain V: Traveling salesman

In the traveling salesman problem, given a set of cities and their positions (pairwise distances), find the shortest path where each city is visited only once and the path ends at the starting city [3]. The aim is to minimize the total traveling distance. Table 5 shows the instances that we use. The set of initial solutions are generated by randomly generating permutation sequences. The quality of the solutions is represented by the total traveling distance of the solution route (Eq. (6)) [3].

Let $x_{ij} = 1$ if the path goes from city $i$ to city $j$ and zero otherwise, $c_{ij}$ is the distance between city $i$ and city $j$, and $n$ is the number of cities. The total traveling distance (objective function) of a given solution is calculated as follows (Eq. (6)) [3]:

$$ f = \sum_{i=1}^{n} \sum_{i<j=0}^{n} c_{ij}x_{ij} $$

### 4.1.6. Problem domain VI: The vehicle routing with time windows

We are given a set of customers, each one with a known demand and service time, and a set of vehicles with a known maximum capacity. We have to design a set of routes to serve all customers in such a way that each vehicle starts and ends
at the depot, the total demand of each route does not exceed the vehicle capacity and each customer is visited exactly once by exactly one vehicle during its time window(s) [56]. The aim is to minimize the total traveling distance. The characteristics of the instances are presented in Table 6. The set of initial solutions are generated as follows: first create an empty route, then iterate through all customers and add any one to the current route that does not violate any constraints. If no customer can be added to the current route, create a new route. The process is repeated until all customers have been assigned to a route. The quality of a solution (objective function), representing the number of vehicles needed and the total traveling distance, is calculated using Eq. (7) [56]:

\[ f = n \cdot C + \sum_{i=1}^{n} d_i \]  

where \( n \) is the total number of vehicles, \( C \) is a constant fixed to 1000 [7,38] and \( d \) represents the distance travelled by \( i \)th vehicle. Please note that Eq. (7) balances the two objectives of minimizing the number of vehicles and the total traveled distance. The constant \( C \) is used to give more importance to the number of vehicles in a given solution. See [56] for more details.

4.1.7. HyFlex problem specific heuristics: The perturbative low level heuristics

For each of the HyFlex problem domains, a set of different perturbative low level heuristics are provided [7]. The low level heuristics are categorized into four types as follows [7]:

1. Mutational or perturbation heuristics: perturb the current solution to generate a new solution by removing, swapping, adding or deleting one solution component. The mutation intensity is controlled by \( \alpha \); \( 0 \leq \alpha \leq 1 \), which represents the fraction of the total number of variables that are to be changed by the mutation operator.

2. Destruction–construction heuristics: destroy a part of the current solution and reconstruct it to generate a new solution. The difference between destruction–construction and mutational heuristics is that the destruction–construction can be seen as large neighborhood structures and they use problem specific construction heuristics to recreate the solutions.

3. Hill-climbing or local search heuristics: given an initial solution, iteratively generate a neighborhood solution, only accepting improving solutions, until a stopping condition is satisfied. The depth of the search is controlled by \( \beta \) which takes a value in the range \([0, 1]\) and represents the number of improving steps to be completed by the local search heuristics (only first improvement solution is accepted). The hill-climbing heuristic is different from mutational heuristic as it is an iterative improvement process and accepts only improving solutions.

4. Crossover heuristics: given two solutions, combine them to generate a new one. Examples of implemented crossover operators are: one point crossover, two point crossover, exon shuffling crossover, partially mapped crossover and order crossover [7].

Table 7 presents the total number of each type of the perturbative low level heuristics for the six HyFlex problem domains [7].

4.2. MCTS-HH parameter settings

The proposed MCTS-HH has six different parameters that need to be set in advance. The nature of the HyFlex problem domains, in terms of the objective function, constraints and the landscape difficulty vary from one problem to another. As a result, parameter settings have a critical impact on MCTS-HH performance. Hence, MCTS-HH parameters need to be calibrated in such a way that the values are not suited to only one problem instance and/or domain. To calibrate the parameters, we randomly selected two instances from each problem domain. The selected instances are: SAT 1 and SAT 4 from the MAX-SAT domain, BP 4 and BP 5 from the bin packing domain, FS 1 and FS 4 from the permutation flow shop domain, PS 2 and PS 5 from the personnel scheduling domain, TSP 4 and TSP 5 from the traveling salesman domain and VRP 3 and VRP 4 from the vehicle routing with time windows domain. Three of MCTS–HH parameters (No. of destruction–construction, depth of search and the mutation intensity) are not calibrated because we used various values for these parameters in order to generate different low level heuristics. We utilize the Relevance Estimation and Value Calibration method (REVAC) [40] to find the generic values that can be used across all problem domains, instead of using different values for each domain/instance.

Table 7

<table>
<thead>
<tr>
<th>#</th>
<th>Problem domains</th>
<th>M</th>
<th>R&amp;R</th>
<th>HC</th>
<th>Xover</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Boolean satisfiability</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>One dimensional bin packing</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>Permutation flow shop</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>Personnel scheduling</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>Traveling salesman</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>Vehicle routing</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
</tbody>
</table>
REVAC is a tool for parameter optimization that is based on a steady state genetic algorithm and entropy theory. The running time for each instance is fixed to 10 s and the number of iterations performed by REVAC is fixed at 100 iterations (see [40] for more details). Then the average of the average value for each parameter value obtained by REVAC is used for all tested instances by MCTS-HH. Table 8 lists the parameter settings of MCTS-HH that have been used for all problem domains.

5. Computational results and discussion

Adhering to CHeSC rules [7], MCTS-HH is executed for 31 independent runs using different initial solutions and random seeds. For each run, the execution time is used as the stopping condition, which is determined by benchmark software provided by the CHeSC organizers to facilitate a fair comparison between different researchers that use different machines. For each instance, the best and the median results of MCTS-HH over 31 runs are reported. In addition, the percentage deviation from the best known value obtained in the hyper-heuristics literature is also calculated for each instance: $D(\%) = (\text{best}_{\text{MCTS-HH}} - \text{best})/\text{best} \times 100$, where $\text{best}_{\text{MCTS-HH}}$ is the best result returned over 31 runs by MCTS-HH and best is the best result produced by other hyper-heuristics. We also compare MCTS-HH against other hyper-heuristic frameworks using a Formula one measure, which calculates the overall rank of the MCTS-HH compared to other hyper-heuristics. This is Table 9

Table 8

<table>
<thead>
<tr>
<th># Parameters</th>
<th>Possible range</th>
<th>Suggested value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Tree depth, $n$</td>
<td>1–15</td>
<td>3</td>
</tr>
<tr>
<td>2 Tree width, $m$</td>
<td>1–15</td>
<td>3</td>
</tr>
<tr>
<td>3 Memory size</td>
<td>2–10</td>
<td>8</td>
</tr>
<tr>
<td>4 The scaling factor $c$</td>
<td>2–20</td>
<td>12</td>
</tr>
<tr>
<td>5 No. of destruction–construction</td>
<td>–</td>
<td>1–20</td>
</tr>
<tr>
<td>6 Depth of search</td>
<td>–</td>
<td>[0,1]</td>
</tr>
<tr>
<td>7 Mutation intensity</td>
<td>–</td>
<td>[0,1]</td>
</tr>
</tbody>
</table>

Table 9

<table>
<thead>
<tr>
<th>Domain</th>
<th>Instances</th>
<th>MCTS-HH</th>
<th>The top five hyper-heuristic framework from CHeSC competition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX-SAT</td>
<td>SAT 1</td>
<td>0</td>
<td>0.0028</td>
</tr>
<tr>
<td></td>
<td>SAT 2</td>
<td>0</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>SAT 3</td>
<td>0</td>
<td>0.1083</td>
</tr>
<tr>
<td></td>
<td>SAT 4</td>
<td>0</td>
<td>0.0031</td>
</tr>
<tr>
<td></td>
<td>SAT 5</td>
<td>0</td>
<td>0.0131</td>
</tr>
<tr>
<td>Bin packing</td>
<td>BP 1</td>
<td>0.0131</td>
<td>0.0131</td>
</tr>
<tr>
<td>Flow shop</td>
<td>FS 1</td>
<td>6212</td>
<td>6212</td>
</tr>
<tr>
<td></td>
<td>FS 2</td>
<td>26,720</td>
<td>26,720</td>
</tr>
<tr>
<td>Personnel scheduling</td>
<td>PS 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Traveling salesman</td>
<td>TSP 1</td>
<td>48194.9</td>
<td>48194.9</td>
</tr>
<tr>
<td>Vehicle routing</td>
<td>VRP 1</td>
<td>58050.5</td>
<td>58050.5</td>
</tr>
<tr>
<td></td>
<td>VRP 2</td>
<td>12260.1</td>
<td>12260.1</td>
</tr>
<tr>
<td></td>
<td>VRP 3</td>
<td>142,461</td>
<td>142,461</td>
</tr>
<tr>
<td></td>
<td>VRP 4</td>
<td>20651.6</td>
<td>20651.6</td>
</tr>
<tr>
<td></td>
<td>VRP 5</td>
<td>144256.47</td>
<td>144256.47</td>
</tr>
</tbody>
</table>
the same measure used by the CHeSC organizers to rank the competitors. The results of MCTS-HH are compared with the top five hyper-heuristics from the CHeSC competition (http://www.asap.cs.nott.ac.uk/external/chesc2011/raw-results.html). These are:

1. AdapHH: An intelligent hyper-heuristic framework for CHeSC 2011 [37].
2. VNS-TW: A variable neighborhood search-based hyperheuristic for cross-domain optimization problems in the CHeSC 2011 competition [26].
3. ML: A hyper-heuristic for the CHeSC 2011 competition [33].
4. Pearl Hunter: A hyper-heuristic that Compiles Iterated Local Search Algorithms [59].
5. EPH: An evolutionary Programming Hyper-heuristic with Co-evolution for the CHeSC 2011 [36].

The results obtained by MCTS-HH are presented in Table 9, including the best, percentage deviation ($D(\%)$) and instance ranking, along with the best results obtained by the top five hyper-heuristic frameworks. Best results are highlighted in a bold font. MCTS-HH exhibits very good performance compared to the top five hyper-heuristic frameworks. Of the 30 tested instances, MCTS-HH produced new best results for 17 instances, matched the best results on 8 instances and was inferior on only 5 instances.

In Table 10, we provide the median, percentage deviation and instance ranking results achieved by MCTS-HH in comparison with the median results obtained by the top five hyper-heuristic frameworks. Best results are highlighted in a bold font. It is clear from Table 10 that MCTS-HH obtains better median results for 1 instance and ties with other hyper-heuristic frameworks on 8 out of 30 instances. For the other 21 instances, MCTS-HH obtained the second best median results for 12 instances, third best median results for 3 instances, fourth best median results for 2 instances, fifth best median results for 3 instances and sixth best median result for 1 instance. Although MCTS-HH did not manage to obtain the best median results for all instances, the percentage deviation of these instances is, however, relatively small.

We now compare the results of the MCTS-HH against the top five hyper-heuristic frameworks from the CHeSC competition using the Formula one ranking system that was used to rank the competing hyper-heuristic frameworks. Table 11 shows the ranking score (the higher, the better) obtained by MCTS-HH and the top five hyper-heuristics for the HyFlex six problem
Considering the results in Table 11, we can see that, MCTS-HH obtained the first, second, third, first, third and second rank for the SAT, BP, FS, PS, TSP and VRP domains, respectively. Considering the overall rank (last column in Table 11), it is interesting to note that MCTS-HH obtained the first rank compared to the top five hyper-heuristic frameworks. The results in Table 11 also demonstrate that, for all the problem domains, MCTS-HH’s score is higher than 20, whilst the scores of the top five hyper-heuristic frameworks vary considerably from one domain to another. These results are evidence that MCTS-HH obtained good results and generalized well over all the HyFlex problem domains, compared to the top five hyper-heuristic methods. The computational results indicate that MCTS-HH produces competitive results, if not better, than other hyper-heuristics on some instances. MCTS-HH also generalizes well over all the HyFlex problem domains, when compared to the top five hyper-heuristic frameworks in the current scientific literature.

6. Discussion

The numerical results presented throughout this work demonstrate that, across six different combinatorial optimization problems, MCTS-HH achieved favorable results compared to the top five hyper-heuristic frameworks from the CHeSC competition. More importantly, MCTS-HH obtained new best results for 17 out of 30 instances. In all domains, the percentage deviation of MCTS-HH reveals that MCTS-HH results are stable and very close to the best results obtained by other hyper-heuristic frameworks. These results are also supported by the ranking system. We believe that we have demonstrated that MCTS-HH works well across six different combinatorial optimization problems. The good results, we believe, are due to the following two factors:

1. The ability of the proposed MCTS-HH in handling the search space of the low level heuristics and identifying the best sequence of heuristics to be applied at the current decision point. By focusing on a specific area of the low level heuristic search space, MCTS-HH can exclude the poor performing low level heuristics and thus only good low level heuristics are applied.
2. The ability of the proposed MCTS-HH in generating, for each instance, different sequences of low level heuristics during the search. By generating, for each instance, a different sequence of heuristics, the hyper-heuristic can deal with changes that might occur during the search, escaping from the local optima and exploring different areas in the problem solution search space.

7. Conclusions

In this work, we have proposed a Monte Carlo tree search hyper-heuristic framework for optimization problems. To deal with various instance characteristics, the proposed framework utilizes a large set of heuristics and models the heuristic search space as a tree. The proposed framework uses the Monte Carlo tree search algorithm to search the tree, evolving a sequence of low level heuristics to be applied to the given instance solution. To diversify the search process, we have embedded the proposed hyper-heuristic with a memory mechanism, which contains a population of solutions, using different population updating rules. The generality of the proposed framework is demonstrated using the six challenging problems from the hyper-heuristic competition (CHeSC) test suite. The experimental results demonstrate that the proposed framework produces highly competitive results, if not superior to the current state of the art. It also generalizes well over all six problem domains when compared to the top five hyper-heuristic frameworks from the CHeSC competition.
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