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ABSTRACT This survey paper provides an overview of current developments for the Portfolio Optimisation
Problem (POP) based on articles published from 2018 to 2022. It reviews the latest solution methodologies
utilised in addressing POPs in terms of mechanisms and performance. The methodologies are categorised
as Metaheuristic, Mathematical Optimisation, Hybrid Approaches, Matheuristic and Machine Learning.
The datasets (benchmark, real-world, and hypothetical) utilised in portfolio optimisation research are
provided. The state-of-the-art methodologies for benchmark datasets are presented accordingly. Population-
based metaheuristics are the most preferred techniques among researchers in addressing the POP. Hybrid
approaches is an emerging trend (2018 onwards). The OR-Library is the most widely used benchmark dataset
for researchers to compare their methodologies in addressing POP. The research challenges and opportunities
are discussed. The summarisation of the published papers in this survey provides an insight to researchers
in identifying emerging trends and gaps in this research area.

INDEX TERMS Hybrid approaches, machine learning, mathematical optimisation, matheuristic, meta-
heuristic.

I. INTRODUCTION is variable, there is no universal portfolio that is acceptable

Investors usually hold multiple assets in an investment portfo-
lio [1]. A portfolio is a composition of financial assets (stocks,
funds, bonds, or commodities). Diversifying the portfolio is
common among investors to maximize the expected return
while minimizing the risk [2]. The Portfolio Optimisation
Problem (POP) is one type of combinatorial optimisation
problems (COPs) [3], [4], [5]. It involves assigning resources
to a limited number of assets, which seeks an equilibrium
between risk and return. In 1952, Harry Markowitz proposed
a Mean-Variance (MV) model in addressing the POP. The
model aims to either maximise the return of a portfolio while
defining the lowest acceptable risk or to minimise the risk
of a portfolio while defining the lowest acceptable return,
as a linear constraint [6]. As returns are associated with
different risk levels and the risk tolerance for each investor
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for all investors [7]. The MV model provides a fundamental
understanding on how to optimize a portfolio. In a real-
world setting (complicated and volatile financial market),
cardinality constraint, bound constraint, transaction costs etc.
are considered in generating a practical portfolio.

An optimal portfolio is important to determine a combina-
tion of financial assets that suits a specific investor. This helps
investors make the right decision by selecting and allocating
the optimal proportion of assets from the financial market to
increase their profit. In 1991, Markowitz was awarded the
Nobel Prize (economics) for the recognition of his pioneering
contributions to the financial theory. Due to his contribution,
the POP started gaining attention from researchers in a variety
of domains, including mathematicians and computer scien-
tists [8], [9], [10].

There are several survey papers related to POP in the
scientific literature. Aouni et al. surveyed different Goal Pro-
gramming (GP) models such as polynomial GP, lexicographic
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GP, weighted GP and fuzzy GP that were used to solve
the POP [11]. Masmoudi and Abdelaziz reviewed objective
deterministic and stochastic programming models for POP,
where various key concepts of POP were summarised and
the mathematical models for solving the models were pre-
sented [12]. Kalayci et al. reviewed deterministic models
and implementations of MV models in a detailed manner,
which included variants of the model and the real-world
constraints. The survey categorised the solution method-
ologies into approximate and exact methods and examined
the existing algorithms based on a variety of performance
indicators [13].

As these survey papers were published many years ago, itis
timely to review the latest work for the POP and update the
taxonomy of POP. The contributions of this survey paper are;

e The definition, variants, and real-world constraints of
the POP are provided. The recent solution method-
ologies are systematically categorised (Metaheuris-
tic, Mathematical Optimisation, Matheuristic, Hybrid
Approaches, and Machine Learning) and analysed
(mechanisms and performance). The benchmark, real-
world, and hypothetical POP datasets are identified
and presented as well as the relevant state-of-the-art
methodologies.

o Solution methodologies are presented on a timeline
(2018 t0 2022) to identify emerging trends. Furthermore,
the methodologies are tabulated by benchmark dataset to
discover popular datasets that are currently in use.

« Research challenges and opportunities are discussed.

The rest of the paper is structured as follows: Section II
gives the scope and methodology of this survey. Section III
describes the POP. Section IV reviews the solution method-
ologies to address the POP. Section V presents the research
challenges for the problem. Section VI describes the dataset
available for the problem. Section VII suggests the future
directions and the conclusion is given in Section VIIIL.

Il. METHODOLOGY AND SCOPE OF SURVEY

This survey aims to document the evolution of the POP
and its solution methodologies in recent years. Around
80 methodological articles on POP published between
2018 to 2022 were collected from various digital libraries
(Google Scholar and Scopus) using the keywords such as
“Portfolio Optimisation”, “Portfolio Selection”, “Financial
Market”, and ““Optimisation Problem”. These articles were
distributed in subject areas such as computer science, deci-
sion science, mathematics, and engineering. 42 articles pub-
lished in top-tier journals were selected for analysis. Figure 1
displays the distribution of articles for each journal while
Figure 2 exhibits the spread of articles per year.

Ill. PORTFOLIO OPTIMIZATION PROBLEM

A. PROBLEM DEFINITION

Portfolio optimisation is a decision-making process where a
fixed sum of money is distributed among a variety of financial
assets, and the weight allocation of the assets is constantly
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FIGURE 1. Distribution of articles for each Journal. Applied Soft
Computing (ASC), Annals of Operations Research (AOR), Computers and
Operations Research (COR), Expert Systems with Applications (ESA),
European Journal of Operational Research (EJOR), Knowledge-Based
Systems (KBS), Swarm and Evolutionary Computation (SEC), Information
Sciences (IS), Journal of Ambient Intelligence and Humanized Computing
(Al1), and IEEE Access (IEEE).
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FIGURE 2. Distribution of articles per year.

changed to maximize the return and minimize the risk [6].
The main goal of the portfolio optimisation is to determine
which assets and the proportion of the selected asset to invest
in, considering the available amount of money.

B. PROBLEM VARIATIONS
Two variants of POP are found in the scientific literature;
single-objective and multi-objective.

1) SINGLE-OBJECTIVE POP

The classical POP (Markowitz mean-variance model) con-
sists of only a single objective, where investors choose to
either minimize portfolio risk or maximize portfolio return.
In minimizing the portfolio’s risk, the risk (measured by
portfolio variance) is minimized (Equation 1), subject to
a minimum return specified by an investor (Equation 2),
and two other constraints; weights of assets sum up to one
(Equation 3) and range between zero and one (inclusive)
(Equation 4). N represents the total number of assets avail-
able, u; is the expected return of an asset i, R* indicates the
minimum desired return, w denotes the respective weights of
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the portfolio’s assets, and oj; is the covariance between asset i
and asset j.

Efi]Ejlilwiijxoij @))
subject to
=N wi x wi =R )
=N wi=1 (3)
O<w;<Il; i=1,...,N “)

2) MULTI-OBJECTIVE POP

There are two approaches in handling multi-objective POP:
weighted sum and pareto-based. In a weighted sum approach,
a set of objectives is integrated into a single objective by
assigning a corresponding weight to prioritize one over
another [14]. Multi-objective POP can be formulated as fol-
lows using a weighted sum approach (Equations 5 to 7) [1].
The two conflicting objectives (minimizing risk, maximizing
return) are weighted using a parameter, A. When A = 0, the
model aims to maximize the return of the portfolio (ignoring
the portfolio’s risk). When A = 1, the model seeks to mini-
mize the risk of the portfolio (ignoring the portfolio’s return).
The A parameter achieves a trade-off between risk and return
O<x<l).

min AT S wi x wi x o] — (1 = WIBL wi x il

&)
subject to N w; = 1 (©6)
O<wi<1l; i=1,....N ©)

In a Pareto-based approach, a multi-objective POP is for-
mulated as in Equations 8-10. The two conflicting objec-
tives (minimizing risk, maximizing return) are independently
assessed to achieve a Pareto front (a set of optimal solutions)

min [ZfiIZJ{V Wi X wj X ojjland max [EiNzlw,- x il (8)

subject to =N, w; = 1 ©))
O<w;<1; i=1,...,N (10)

C. REAL-WORLD CONSTRAINTS

Some practical constraints are included in the portfolio model
(problem formulation) to cover real-world factors and limita-
tions. The constraints are;

o Round-lot Constraint: Certain assets can only be pur-
chased in multiples of a certain quantity (lots).

o Pre-assignment Constraint/ Contingent Constraint: An
investor’s preference for a particular collection of assets.

o Cardinality Constraint: Limit the quantity of an asset in
a portfolio.

o Inequality Constraint: This constraint is the same as the
cardinality constraint. However, it is specified in terms
of lower and upper bounds.

o Floor and Ceiling Constraint: Determine the investment
proportion (upper and lower bounds) for each asset,
which reflect the preference of an investor for specific
assets, a group of assets or economic sectors.
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o Transaction Costs Constraint: A fee paid by the
investors when buying or selling stocks.

o Turnover Constraint: Measure the liquidity of an asset
using the ratio between the market’s average stock and
the outstanding shares (tradable stock) of the asset.

o Bankruptcy Constraint: A situation where an investor’s
wealth falls below some predetermined level and invest-
ment must be terminated to avoid potential losses and
credit risks.

IV. CATEGORISATION OF SOLUTION METHODOLOGIES
In this section, we present the methodologies utilized
by researchers to address the POP. Table 1 shows the
solution methodologies sorted in a chronological order
(according to year). The most recent solution methodolo-
gies are; Non-Linear Activated Beetle Antennae Search [15],
Multi-Objective Genetic Algorithm [16], Improved Genetic
Algorithm [17], Quadratic Programming [18], and a com-
bination of Variable Neighborhood Search and Monte Carlo
Simulation [19].

Figure 3 shows the categorisation of solution method-
ologies for the POP. These methodologies can be cate-
gorised as Metaheuristic, Mathematical Optimisation, Hybrid
Approaches, Machine Learning, and Matheuristic.

Table 2 exhibits the breakdown of the solution methodolo-
gies by category and year.

There are 20 metaheuristics (2 single solution-based
and 18 population-based), 5 mathematical optimisations,
12 hybrid approaches, 4 machine learning techniques and
1 matheuristic. Metaheuristics (especially the population-
based variant) are the most popular approach in addressing
the POP. This is followed by hybrid approaches, math-
ematical optimisation, machine learning and matheuristic.
Matheuristic is the least used approach among the solution
methodologies. The use of hybrid approach appears to be
growing in popularity from 2018 to 2021.

A. METAHEURISTICS
1) SINGLE SOLUTION-BASED ALGORITHMS (SS-MH)
a: BEETLE ANTENNAE SEARCH
Khan et al. applied a Beetle Antennae Search (BAS) algo-
rithm in addressing a constrained POP (NASDAQ stock
exchange data) [35]. A constrained POP model (Markowitz’s
mean-variance model) was formulated. The model was
improved by adding cardinality and transaction cost con-
straints. The algorithm was inspired by the food searching
behaviour of a beetle which uses a pair of antennae to measure
the intensity of smell in various directions when searching
for food. The beetle moves towards a direction with stronger
smell intensity. The proposed methodology was comparable
to, and faster than, Genetic Algorithm (GA), Particle Swarm
Optimisation (PSO), and Pattern Search (PS).

Khan et al. proposed a Non-Linear Activated Beetle
Antennae Search (NABAS) algorithm to address the non-
convex tax-aware POP (real-world data from NASDAQ stock
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TABLE 1. Solution methodologies for the POP (According to year).

Year Methodology Reference
2018 Multi-objective Evolutionary Algorithm (MOEA) [20]
Multi-objective Evolutionary Algorithm (MOEA) [21]
Mixed Integer Linear Programming (MILP) [22]
Polynomial Goal Programming (PGP) [23]
Fuzzy Goal Programming (FGP) [24]
Firefly Algorithm (FA), Simulated Annealing Algorithm (SA) [25]
2019 Non-dominated Sorting Genetic Algorithm IT (NSGA-II) [26]
Adaptive Ranking Multi-Objective Particle Swarm Optimisation (AR- [27]
MOPSO)
Improved Multi-objective Particle Swarm Optimisation (IMPSO) [28]
Information Based Evolutionary Algorithm (Info EA) [29]
Polynomial Goal Programming (PGP) [30]
ARMA-GARCH Econometric Model, Support Vector Regression (SVR) [31]
Electromagnetism-like (EM) Algorithm, Genetic Algorithm GA), Ge- [32]
netic Network Programming (GNP), Particle Swarm Optimisation
(PSO),Simulated Annealing (SA) (All the algorithms are hybridised with
diversification mechanism)
Support Vector Machine (SVM) [33]
2020 Non-Dominated Sorting Genetic Algorithm IT (NSGA-II) [34]
Beetle Antennae Search (BAS) [35]
Non-dominated Sorting Genetic Algorithm (NSGA), Neural Network Deci- [36]
sion Maker 2 (NNDM-2)
Two-stage Clustering (TSC), Radial Basis Function (RBF) Neural Network [37]
(NN), Genetic Algorithm (GA)
Continuous Ant Colony Optimisation (CACO), Genetic Algorithm (GA), [38]
Artificial Bee Colony (ABC)
Variable Neighborhood Search (VNS), Quadratic Programming (QP) [39]
Long Short-Term Memory (LSTM) [40]
Stacked Deep Dynamic Recurrent Reinforcement Learning (SDDRRL) [41]
2021 Modified Squirrel Search Algorithm (MSSA) [42]
Genetic Algorithm (GA) [43]
Genetic Algorithm (GA) [44]
Genetic Algorithm (GA) [45]
Genetic Algorithm (GA) [46]
Modified Version of Non-dominated Sorting Genetic Algorithm II [47]
(MNSGA-II)
Improved Quantum-Behaved Particle Swarm Optimisation Algorithm [48]
(LQPSO)
Artificial Bee Colony (ABC) [49]
Power Activation Feed-Forward Neuronet (PFN), Two-stage Beetle Antenna [50]
Search (BAS)
Valence Aware Dictionary and sEntiment Reasoner (VADER), Google’s [51]
Bidirectional Transformer for Financial Data (FinBERT), Genetic Algo-
rithm (GA)
Genetic Algorithm (GA), Non-Linear Neural Network (NNN) [52]
eXtreme Gradient Boosting (XGBoost), Improved Firefly Algorithm (IFA), [53]
Monte Carlo Method
Non-dominated Sorting Genetic Algorithm II (NSGA-II), Genetic Algo- [54]
rithm (GA)
Random forest (RF), Support Vector Regression (SVR), Long Short Term [55]
Memory (LSTM), Neural Network (NN), Deep Multilayer Perceptron
(DMLP), Convolutional Neural Network (CNN)
2022 Non-Linear Activated Beetle Antennae Search (NABAS) [15]
Multi-Objective Genetic Algorithm (MGO) [16]
Improved Genetic Algorithm (IGA) [17]
Quadratic Programming (QP) [18]
Variable Neighborhood Search(VNS), Monte Carlo Simulation (MCS) [19]

market) [15]. A gradient estimate measure was used as an
update criteria in a BAS algorithm. As it decreased expo-
nentially, an activation threshold was proposed to overcome
premature convergence. The threshold allowed searching par-
ticles of the algorithm to fully explore the search space at
a given gradient estimate measure, preventing the algorithm
from getting stuck in a local minima. A GlobalSearch() func-
tion in MATLAB was used to evaluate the fitness of the
algorithm. NABAS performed better than BAS, and it was
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comparable to Genetic Algorithm (GA) and Particle Swarm
Optimisation (PSO).

2) POPULATION-BASED METAHEURISTIC ALGORITHMS
(P-MH)

a: GENETIC ALGORITHM

A Genetic Algorithm (GA) was proposed by Gupta et al.
to address multi-period fuzzy POP (data from three
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FIGURE 3. Categorisation of solution methodologies for the POP.
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TABLE 2. A breakdown of the Solution Methodologies by Category and
Year. SS-MH: Single Solution-based Metaheuristic, P-MH:
Population-based Metaheuristic, MO: Mathematical Optimisation, HA:
Hybrid Approach, ML: Machine Learning, M: Matheuristic.

Year SS-MH P-MH MO HA M ML  Total

2018 0 3 3 1 0 0 7
2019 0 4 1 2 0 1 8
2020 1 1 0 3 1 2 8
2021 0 8 0 5 0 1 14
2022 1 2 1 1 0 0 5
2 18 5 12 1 4 42

real-world stock markets, National Stock Exchange (NSE)
for the first case study, S&P 500 and NASDAQ-100 indexes
for the second case study) [45]. Two portfolio models were
presented; multi-period multi-objective mean-mean absolute
semi-deviation (MASD)-skewness and multi-period multi-
objective mean-Conditional Value at Risk (CvaR)-skewness
portfolios. A coherent fuzzy number (an extension of fuzzy
number) was used to capture the returns of asset and the
perception (optimistic, neutral, pessimistic) of investors in the
stock market. There were three objectives for the model; max-
imizing mean, minimizing MASD or CvaR, and maximizing
skewness. The investor first chose one objective to be the
model’s objective function and treated the other objectives as
the constraints of the model. Asset allocations corresponds to
solutions in the algorithm. Roulette wheel selection was used
to choose parents (to create offspring for the next generation).
The offspring were iteratively improved by simulated binary
crossover and non-uniform mutation operators. An elitism
operator was used to preserve the best-fit solutions to ensure
there was an improvement in each iteration. A constraint
handling method was used to ensure the feasibility of the
offspring. The algorithm stopped searching when an investor
was satisfied with the solution. The proposed portfolios were
comparable to a naive portfolio. The authors concluded that
examining the current stock market prospects (perception
of investors) accurately was an important consideration in
addressing POP.

Dai and Qin applied a Genetic Algorithm (GA) to address
the multi-period uncertain POP (data from Shanghai Stock
Exchange (SSE)) [43]. A multi-period mean-Value-at-Risk
(VaR) portfolio model was proposed, where returns of the
stocks were regarded as uncertain variables. The goal of the
model was to maximize the return while treating the risk as a
constraint of the model. An initial population was initialized
by creating a random set of feasible chromosomes. Roulette
wheel selection was used to generate a parent population.
Crossover and mutation operators were used to produce oft-
spring. A feasible repair mechanism was performed to ensure
the feasibility of the chromosomes. The GA could solve the
proposed model effectively as the algorithm converged to the
optimal value within a small number of generations.

Gong et al. applied an Improved Genetic Algorithm
(IGA) [56] to address two multi-period fuzzy POP (stocks
from CSI100 index (first dataset) and SSE180 index (second
dataset)) [17]. Two multi-period fuzzy mean-variance portfo-
lio models were proposed. The goal of the first model was
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to maximize return and treat risk as one of the constraints
of the model. The goal of the second model was to mini-
mize risk and treat return as one of the constraints of the
model. Coherent fuzzy numbers were used to capture the
uncertainty of asset returns and the different attitudes (opti-
mistic, pessimistic, neutral) of investors towards the stock
markets. After parameter initialisation, an initial population
of individuals were randomly created. Laplace crossover and
power mutation operators were utilised in crossover and
mutation operations respectively. Roulette wheel selection
was utilised. A constraint-handling operation was performed
to ensure the feasibility of individuals. The process was iter-
ated until a stopping criterion was satisfied. The proposed
models outperformed traditional static models in terms of
objective functions and evaluation criterias.

Zhang et al. applied a multi-objective genetic algorithm
(MOGA) to address POP with sell orders (using data from
two real-world stock markets, New York Stock Exchange
(NYSE) for the first case study and Hong Kong Stock
Exchange (HKSE) for the second case study) [16]. A port-
folio model with sell orders was integrated with an auto-
matic trading system to generate an investment strategy. The
model’s objective was to maximize portfolio return and min-
imize its risk. Weighted fuzzy frequency (WFF) was used
to determine the fuzzy return of an investment strategy as
an LR-power fuzzy number, based on historical data. The
credibility expected value and semi-variance were used to
measure return and risk of the investment strategy. An encod-
ing method was used to satisfy the constraints of the model.
All candidate solutions were categorized into different dom-
inance classes. Solutions in the same dominance class were
evaluated according to their isolation degree. The higher the
dominance class and isolation degree, the fitter a solution.
The risk-return pair of all the efficient solutions form the
Pareto optimal solution (efficient frontier) of the investment
strategy. Finally, the fuzzy Value-at-Risk (VaR) ratio for
all the efficient solutions were calculated, and the efficient
solution with the highest fuzzy VaR was selected as the
optimal investment strategy. Results showed that MOGA
outperformed genetic algorithm (GA) and Particle Swarm
Optimisation (PSO) in terms of least running time.

Huang et al. employed a Genetic Algorithm (GA) to tackle
an uncertain POP with background risk (BR) (hypothetical
dataset [57]) [44]. BR referred to the non-financial mar-
ket risk caused by different factors, including changes in
health expenditure, real estate investment, and labour income.
An asset that is exposed to BR was called a background asset.
An uncertain risk index portfolio optimisation model with
background risk (RIMWBR) was proposed. The return of
assets and background assets were considered as unknown
variables and predicted by experts. The model’s objective
was to maximize return, where risk minimization was treated
as one of the constraints of the model. There were four
phases in GA: initialization, selection, crossover, and muta-
tion. After initializing initial feasible chromosomes, the chro-
mosomes were selected by roulette wheel selection. Then, the
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chromosomes were iteratively improved by crossover and
mutation operations. Phase two and phase three were repeated
for 20 times and the best chromosome (highest return) was
returned as the solution of the portfolio. The chromosomes
were always checked to ensure its feasibility. The algorithm
was tested with different parameters. The GA was efficient
and stable in addressing the proposed model. The authors
claimed that it was more effective than the traditional mathe-
matical optimisation method.

Zhou and Li presented a Genetic Algorithm (GA) to
tackle a multi-period mean-semi-entropy portfolio optimisa-
tion model (hypothetical dataset) [46]. The returns of assets
were described using fuzzy variables. Fuzzy techniques were
beneficial in financial modelling when the future conditions
of a financial market could not be accurately predicted by
historical records. Transaction costs and bankruptcy control
were input as the real-life constraints. An initial population
of feasible chromosomes was randomly generated in the ini-
tialization process. Roulette wheel selection was employed
so that a fitter chromosome has a higher chance of being
selected to produce offspring. A crossover operator altered
the programming representation of a chromosome while a
mutation operator preserved the genetic diversity of chromo-
somes from one generation to another. Results showed that
the proposed approach is practical for multi-period portfolio
optimisation.

Nesaz et al. proposed a Non-dominated Sorting Genetic
Algorithm IT (NSGA-II) to address a multi-period portfo-
lio model with Lower Partial Moment (LPM) (data from
New York Stock Exchange (NYSE)) [34]. A new portfolio-
driven method (PDM) for calculating the LPM was pre-
sented and compared with the stock-driven method (SDM).
In NSGA-II, crossover and mutation procedures were utilized
for generation of new offspring. A Taguchi experimental
design approach was used to obtain optimal parameter val-
ues (crossover rate, mutation rate, mutation rate percentage,
initial population and number of iteration). PDM was better
than SDM in computing LPM in terms of efficiency and
processing time in reaching an optimal solution.

Barroso et al. proposed a modified version of Non-
dominated Sorting Genetic Algorithm II (NSGA-II) to
address a multi-objective (risk, return) portfolio optimisation
model (data from Brazilian Stock Market) [47]. Among the
real-life constraints considered were cardinality, floor and
ceiling. Covariance and Conditional Value at Risk (CVaR)
were used as measures of risk. An integration between Tech-
nical Analysis (AT) indicators and Portfolio optimisation
(OT) was proposed. Two types of integration were consid-
ered: OTAT and ATOT. In OTAT, an optimal investment port-
folio was generated at the beginning of each month and AT
indicators were used to perform transactions. In ATOT, opti-
misation was performed monthly on selected assets (filtered
by the indicators). In NSGA-II, individuals were divided
into boundaries of dominance. Individuals were selected
based on the concept of dominance and agglomeration dis-
tance. A tournament selection was performed, where two
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individuals were drawn, and the individual with best domi-
nance frontier was chosen. If the two individuals belong to the
same dominance frontier, agglomeration distance was used to
evaluate the density of solutions. A higher agglomeraton dis-
tance represented a more diverse solution (efficient frontier).
The integration of OT and AT could provide investors with
optimal strategies (higher return for a given amount of risk,
considering real-life constraints).

Goldkamp and Dehghanimohammadabadi proposed a
multi-objective genetic algorithm (NSGA-II) to address the
S&P 500 dataset [26]. An intelligent system that could sug-
gest profitable pair combinations of assets was presented. The
pair formation problem was formulated as a Mixed Integer
Programming (MIP) model. A selection process was included
at the end of each iteration to choose the fittest individuals in
creating new candidates for the next generation. Crossover
and mutation processes were carried out to improve the can-
didate solutions. The algorithm generated a Pareto front of
solutions, where a decision maker can choose a solution from
a range of trading opportunities.

b: SQUIRREL SEARCH ALGORITHM

Dhaini and Mansour proposed a modified Squirrel Search
Algorithm (mSSA) to address the unconstrained and con-
strained POP, using stocks from benchmark datasets, OR-
Library and Johannesburg Stock Exchange (JSE) [42]. Car-
dinality and boundary constraints were considered in the
constrained POP. The objectives of the portfolio models were
to maximize return and minimize risk. A flying squirrel was
used to represent a candidate solution. An initial population
of candidate solutions was randomly initialized. A normal-
ization method (for unconstrained POP) and arrangement
algorithm (for constrained POP) were used to ensure the
feasibility of the solutions. The candidate solutions were
evaluated and sorted in an ascending order according to their
fitness values. The fittest candidate solution was declared
on hickory tree (optimal food source). The following three
candidate solutions were declared on acorn trees. The remain-
ing candidate solutions were declared on normal trees with
no food source. New candidate solutions were generated
as squirrels gliding from one food source to another; from
normal trees to acorn trees, from normal trees to hickory
trees and from acorn trees to hickory trees. A mathematical
equation was utilised in each case to update the new solutions.
A gliding constant and a random gliding distance were used
in the equation. The gliding constant was used to balance
between exploration and exploitation in the equation. The
foraging behaviour of the squirrels was affected by weather
changes (squirrels were less active in winter compared to
autumn [58]). A season monitoring condition was checked to
determine if winter season had ended. A random relocation of
squirrel was only carried out if the winter season had ended.
The relocation was only performed on the squirrel who could
not move towards the optimal food source. The algorithm
was repeated until a maximum number of iterations. The
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fittest candidate solution located on the hickory tree was the
returned solution. The proposed algorithm was suitable in
addressing the unconstrained POP. The mSSA obtained good
results for small sized datasets.

¢: PARTICLE SWARM OPTIMISATION

Lu and He presented an improved quantum-behaved particle
swarm optimisation algorithm (LQPSO) to address a fuzzy
POP (data from Hong Kong Stock Market) [48]. The goal
was to minimize portfolio risk, while treating return as a
constraint. The LQPSO algorithm was an improved version
of QPSO [59]. Among the improvements were; an intensive
short-range exploration and an occasional long-range search
were developed based on rank walk of Levy flight mecha-
nism, a non-linear structure of contraction-expansion coeffi-
cient was introduced to regulate the speed of particles and
a diversity function was proposed to improve the exploration
cability. The proposed algorithm outperformed Genetic Algo-
rithm (GA), Simulated Annealing (SA), Immune Algorithm
(TA), Differential Evolution (DE), PSO and QPSO in terms
of smaller optimum (mean) and standard deviation.

Kaucic proposed an improved multi-objective particle
swarm optimisation (IMOPSO) algorithm to tackle risk
parity based cardinality constrained POP (RP-CCPOP)
(stock data from Dow Jones Industrial Average, Fama and
French 49 Industry, and NASDAQ 100) [28]. The proposed
portfolio model was an extension of the Markowitz mean-
variance model. Budget constraint, cardinality constraint,
buy-in threshold (floor and ceiling) constraint, and risk parity
conditions were handled at the same time. Three hybrid tech-
niques; a repair mechanism and different constrained domina-
tion principles [60], self-adaptive tolerance constrained dom-
ination method [61], and self-adaptive penalty constrained
domination method [62] were used to handle the constraints.
A swap mutation operator was used to enhance the explo-
ration capability of the algorithm. The integration of repair
mechanism with self-adaptive tolerance constrained domina-
tion method offered the best compromise between quality of
solutions and number of optimal risk-return profiles discov-
ered on approximated Pareto front.

Silva et al. proposed an adaptive ranking multi-objective
particle swarm optimisation (ARMOPSO) to address differ-
ent variants of mean-variance portfolio models (benchmark
dataset from OR-Library) [27]. An initial swarm of parti-
cles was randomly generated according to the objectives and
constraints of the variants (Mean-variance POP, Cardinality
Constrained POP, Inequality Cardinality Constrained POP,
Inequality Cardinality Pre-assignment Constrained POP, and
Cardinality Round-lot Pre-assignment Constrained POP).
An adaptive ranking procedure was developed combin-
ing three mechanisms: non-dominated sorting (NS), crowd-
ing distance (CD), and cost-benefit (CB), to update the
non-dominated solutions and determine the best global posi-
tion in every iteration. A mutation process was conducted
to diversify the swarm in each iteration. Different feasibility
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mechanisms were implemented to repair infeasible solutions
during execution of the algorithm. ARMOPSO could obtain
highly competitive results in all variants and in most of
the adopted performance metrics (median, mean percentage
error, minimum, maximum, diversity metric, spacing, hyper-
volume, generational distance, variance of returned error,
mean return error, and error ratio).

Chen and Zhou applied a Multi-objective Particle Swarm
Optimisation (MOPSO) to tackle robust multi-objective port-
folio model with higher moments (real-world data from the
Chinese Stock Market) [63]. A global repository was used by
each particle in MOPSO to store its flight experiences (speed
and position) after each flight cycle. The repository was
updated based on a geographically-based system (defined by
the objective function values of each particle). Each particle
used the repository to select a leader to lead its search. The
proposed algorithm was superior to Non-dominated Sorting
Genetic Algorithm II (NSGA-II) and Strength Pareto Evolu-
tionary Algorithm 2 (SPEA2) in terms of spacing metric and
average running time.

d: EVOLUTIONARY ALGORITHM

An evolutionary algorithm (EA) includes two populations of
individuals as shown in Algorithm 1. The first population is
called an archive. It retains the best solutions found during
a search. The second population stores a population of off-
spring which participates in reproduction. Archive A° is set
to an empty set and population B is set to a random sample
of the solution space (line 2). At each generation, individuals
from A’ and B’ were evaluated (line 4). The archive A is
updated (line 5). Sample and vary operators are used to spec-
ify a particular selection and a reproduction scheme (line 6).
Finally, the best solution is returned by the algorithm [64].

Algorithm 1 Evolutionary Algorithm [64]
1t=0

2 (A%, BY) = initialize()

3 while termination = false do

4 evaluate(A’, B")

5 A1 = ypdate(A’, BY)

6 | B! =vary(sample(A"))

7 t=t+1

8 end

9 return best(A’, BY)

Meghwani and Thakur modified three Multi-objective
Evolutionary Algorithms (MOEA); Non-dominated Sort-
ing Genetic Algorithm II (NSGA-II), Decomposition based
MOEA (MOEA/D), and Global Weighting Achievement
Scalarizing Function Genetic Algorithm (GWASFGA) to
tackle three multi-objective (risk, return, transaction cost)
portfolio optimisation models with different risk measure
(variance, Value-at-Risk (VaR) and Conditional Value-at-
Risk (CvaR) (FF38 and FF48 datasets from Fama and French
Data Library) [21]. Quantity, pre-assignment, cardinality, and
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transaction cost were included in the portfolio model as real-
life constraints. A repair algorithm was introduced to handle
all equality constraints. Roulettle wheel selection was used
to choose an asset among candidate assets at each iteration.
The probability of selection was based on the past returns of
assets. The NSGA-II and GWASFGA were comparable. Both
outperformed MOEA/D algorithm in terms of hypervolume
performance metric.

Liagkouras and Metaxiotis proposed an information based
evolutionary algorithm (Info Based EA) to tackle a fuzzy
portfolio model (real-world FTSE-100 dataset) [29]. An ini-
tial solution was randomly generated. Genetic operators
(selection, crossover, and mutation) were used to improve the
initial solution. A vector was proposed to track changes made
to the solution during the mutation process. Good solutio